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Automatic Tracking, Feature Extraction and
Classification of C. elegans Phenotypes

Wei Geng*, Pamela Cosman, Senior Member, IEEE, Charles C. Berry, Zhaoyang Feng, and William R. Schafer

Abstract—This paper presents a method for automatic tracking
of the head, tail, and entire body movement of the nematode
Caenorhabditis elegans (C. elegans) using computer vision and
digital image analysis techniques. The characteristics of the
worm’s movement, posture and texture information were ex-
tracted from a 5-min image sequence. A Random Forests classifier
was then used to identify the worm type, and the features that
best describe the data. A total of 1597 individual worm video
sequences, representing wild type and 15 different mutant types,
were analyzed. The average correct classification ratio, measured
by out-of-bag (OOB) error rate, was 90.9%. The features that
have most discrimination ability were also studied. The algorithm
developed will be an essential part of a completely automated C.
elegans tracking and identification system.

Index Terms—C. elegans, classification, computer vision, data
mining, feature extraction, image processing, Random Forests,
tracking.

I. INTRODUCTION

THE nematode Caenorhabditis elegans (C. elegans) is
widely used for studies of nervous system function and

development. C. elegans is a free-living worm, approximately
1 in length, that lives in the soil and feeds on bacteria. It
has a simple nervous system containing 302 neurons, and the
precise position, cell lineage, and synaptic connectivity of each
of these neurons is known. However, despite its anatomical
simplicity, the C. elegans nervous system mediates surprisingly
diverse and intricate patterns of behavior. The sense organs
of C. elegans are capable of perceiving and responding to a
wide range of environmental conditions, including heavy and
light touch, temperature, volatile odorants, osmotic and ionic
strength, food, and other nematodes. Each of these sensory
modalities in turn regulates many aspects of the animal’s be-
havior, including the rate and direction of movement, the rates
of feeding, egg-laying, defecation, and the process of mating.
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Because a particular neuron can be positively identified based
on its position, it is possible to eliminate the function of an
individual neuron or group of neurons through single cell laser
ablation. Moreover, because of their short generation time,
completely sequenced genome, and accessibility to germline
transformation, these animals are highly amenable to molec-
ular and classical genetics. Thus, in C. elegans it is relatively
straightforward to evaluate the functions of particular neurons
or gene products by characterizing the effects of mutations or
neuronal ablations on the animal’s behavior.

This approach to understanding nervous system function re-
lies on the ability to obtain precise quantitative measurements
of behavioral abnormalities seen in mutant and cell-ablated an-
imals. Although gross behavioral defects can often be discrim-
inated qualitatively by simple observation, precisely defining
these differences can be challenging without quantitative mea-
surements of parameters such as the curvature and amplitude
of body bends. Furthermore, many behavioral abnormalities are
reliably detected only using quantitative methods. For example,
some behavioral events, such as oviposition, occur on a time
scale that precludes evaluation by long-time human observation
[25], [28]. In other cases, qualitative differences between mutant
and normal strains are not apparent to the eye, but can readily be
discriminated through quantitative analysis. A number of mu-
tants exhibiting altered egg-laying patterns or hyperactive loco-
motion fall into this category.

A variety of computer-driven systems for automated
recording and/or analysis of C. elegans behavior have been
described. Some systems have been designed to observe mul-
tiple animals at low magnification and track the position of
each animal over time [8], [9] (it is necessary to record at low
magnification to keep all tracked animals in the field of view
of the microscope). Such systems make it possible to measure
large-scale behavioral features such as the rate and direction of
movement and the frequency of reversals in direction. However,
because the animals are observed at low magnification, it is not
possible to obtain more detailed information about their body
posture and morphology. To gain such information, we recently
developed a system designed to follow an individual animal
at high magnification [1]. To keep the animal from leaving
the field of view, a tracking program directs the movement of
a motorized stage to maintain the worm in the center of the
field. In this way, it is possible to follow the position of the
animal over long time periods and comprehensively measure
multiple features that define behavioral and morphological
abnormalities of nematode mutants. By using 94 such features,
we were able to classify representative mutant types using a
binary decision tree algorithm (CART). However, although
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Fig. 1. (A) Fourth-stage larvae were picked the evening before the experiment
and tracked the following morning on a fresh plate. (B) A data acquisition
system containing a high power microscope and a stage controller was used to
track and record the worm locomotive information. (C) Image processing steps
removed noise and separated worm bodies from the background. (D) Head and
tail tracking. (E) Feature extraction step extracted a total of 253 features from
the binary and gray image sequence. (F) The data were then fed through the
Random Forests algorithm for classification.

this system performed well at distinguishing visibly different
mutant phenotypes, it was less effective at distinguishing types
with more subtle differences.

In this paper, we present new automatic methods for feature
extraction and phenotype classification based on morphological
operations and on head and tail recognition. The methods pre-
sented in this paper extend our previously described system [1],
[12] in several ways. First, we identify and track the head and
tail separately, and extract features that characterize them. Sec-
ondly, a new ensemble learning scheme (Random Forests) is ap-
plied to this large-scale data set. Finally, using our new features
and improved classifier, we have demonstrated the successful
classification of a significantly larger data set consisting of wild
type and 15 mutant strains.

Our approach can be divided into several well-defined stages,
presented in Fig. 1. After video images acquisition, the images
are first segmented to isolate the worm body from the back-
ground and remove noise and undesired components. Next, the
head and tail are recognized for entire video sequences. Fea-
ture extraction is applied, to extract the useful information from
the segmented objects and the head and tail locations. Finally, a
classifier based on Random Forests operates on the characteris-
tics extracted by the previous stages. Each of these steps will be
presented in the next sections.

II. MATERIALS AND METHODS

A. Acquisition of the Video Images

Routine culturing of C. elegans was performed as described
[6]. Animals were grown on standard nematode growth medium
(NGM) seeded with E. coli strain OP50; all experiments
were conducted in the presence of freshly-seeded OP50
lawns. All worms analyzed in these experiments were young
adults; fourth-stage larvae were picked the evening before the
experiment and tracked the following morning after cultivation
at 22 . Since locomotion behavior shows reproducible and

Fig. 2. Representatives of wild type and 15 mutants. Descriptions of these
mutants are summarized in Table I.

stereotyped changes following the transfer of an animal to a
new culture dish [15], experimental animals were transferred
to new plates and tracked 5 min later to ensure a valid
comparison between experiments. We used wild type worms
and 15 mutants: N2-wild-type; goa-1 subunit;
nic-1 -type1 glycosyltransferase; unc-36 -VGCC

subunit; unc-38 -nAChR subunit;
unc-29 -nAChR subunit; egl-19 -L-type
VGCC subunit; unc-2 -non-L-type VGCC

subunit; tph-1 -tryptophan hydroxylase;
unc-63 -nAChR subunit; dgk-1 -diacylglyc-
erol kinase; unc-43 -CaMKII; dop-1 -D1
dopamine receptor; flp-1 -Fa-related neuropeptide;
eat-4 -vesicular glutamate transporter; cat-2 -tyro-
sine hydroxylase.

C. elegans locomotion was tracked with a stereomicroscope
mounted with a charge-coupled device video camera [1]. A
computer-controlled tracker was used to maintain the worms in
the center of the optical field of the stereomicroscope during
observation. To record the locomotion of an animal, an image
frame of the animal was snapped every 0.5 s for at least 5 min.
Among those image pixels with values less than or equal to
the average value minus three times the standard deviation, the
largest connected component was found. The image was then
trimmed to the smallest axis-aligned rectangle that contained
this component, and saved as eight-bit grayscale data. The
dimensions of each image, and the coordinates of the upper
left corner of the bounding box surrounding the image were
also saved simultaneously as the references for the location of
an animal in the tracker field at the corresponding time point
when the images are snapped. The stereomicroscope was fixed
to its largest magnification (50 X) during operation. Depending
on the type and the posture of a worm, the number of pixels
per trimmed image frame varied. The number of pixels per
millimeter was fixed at 312.5 pixel/mm for all worms. A total
of 1596 video sequences of at least 5 min each were analyzed
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TABLE I
DESCRIPTIONS OF MUTANT TYPES

containing 100 videos of goa-1, nic-1, egl-19, unc-36, unc-38,
tph-1, unc-63, unc-43, dop-1, flp-1, cat-2, eat-4, 99 of unc-2,
98 of unc-29, and 99 of dgk-1. Representatives of each worm
type are shown in Fig. 2 and descriptions are summarized in
Table I to help the reader understand the classification problem
visually.

B. Segmentation of the Worm Body

The segmentation process is presented in Fig. 3. The first op-
eration is a local thresholding using a 5 5 moving window.
The center pixel inside the moving window was assigned to 1
when the mean value of the window was less than 70% of the
background pixel value or the standard deviation was larger than
30% of the mean value. Otherwise, the center pixel was assigned
to 0 as background. Next, the sequential algorithm for compo-
nent labeling was used to remove unwanted small objects [18].

A morphological closing operator (binary dilations followed
by erosions) [14] cleaned up the spots inside the worm body.
In order to avoid occasional false contours and exterior holes
[formed by severe worm body bending as shown in Fig. 5(A)]
being filled by excessive closing operations, we also generate
a reference binary image in parallel by filling the holes that
have compactness (defined as ) greater than
25 after local thresholding. Since exterior holes tend to be round,
the compactness was used to avoid filling large exterior holes
( 100 pixels). Thus, two binary images were generated after
local thresholding. The one with the closing operation some-
times contains excessive pixels, whereas the binary image after
the hole filling operation tends to have fewer pixels than de-
sired on other occasions. The difference between these two bi-
nary images provides a good indication of whether or not the
segmentation is successful and of which binary image is better
to use. Figs. 4 and 5 illustrate the segmentation process. Com-
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Fig. 3. General description of the segmentation process.

Fig. 4. (A) Gray level image. (B) Original binary image after local
thresholding operation. (C) Binary image after closing operation. (D) Binary
image after hole filling operation. (E) Difference between C and D. (F) Final
binary image with the excess pixels removed.

paring Figs. 4 and 5, we see that the hole-filling result [Fig.
4(D)] is more correct than the closing result [Fig. 4(C)] for one
case, but the closing result [Fig. 5(C)] is superior to hole-filling
[Fig. 5(D)] in another case. By generating both hole-filling and
closed versions of each image, and analyzing the difference be-
tween them, the algorithm is able to determine which pixels
to include in the final binarization. For example, in Fig. 4(E),
the excessive pixels caused by the closing operation are rep-
resented as the largest connected component in the difference
image. The worm bodies along both sides of the arrow object’s

Fig. 5. (A) Gray level image. (B) Binary image after local thresholding
operation. (C) Binary image after closing operation. (D) Binary image after
hole filling operation. (E) Difference between c and d. (F) Final binary image
with inside crack filled.

second eigen-direction were wider than 20 pixels (the typical
worm body width), indicating the existence of excessive pixels.
The second eigen-direction is the direction that is perpendic-
ular to the principal component direction, and is calculated as

,
where are the coordinates of the pixels in the object
after centering. In Fig. 5, the missing pixels inside the worm
body caused by thresholding are represented as the curved ob-
ject in the difference image. The worm body portions along both
sides of the curved object’s second eigen-direction were nar-
rower than 20 pixels, indicating missing pixels inside the worm
body.

Following binarization, a morphological skeleton was ob-
tained by applying a skeletonizing algorithm [27]. Redundant
pixels on the skeleton were eliminated by thinning. To avoid
branches on the ends of skeletons, the skeleton was first shrunk
from all its end points simultaneously until only two end points
were left. These two end points represent the longest end-to-end
path on the skeleton. A clean skeleton can then be obtained by
growing out these two remaining end points along the unpruned
skeleton by repeating a dilation operation [Fig. 6(A)–(D)].

C. Tracking and Head and Tail Recognition

Even though a simple tracking system was able to follow
worm centroid movement, the head and tail information were
not extracted in our earlier work. Because of the highly de-
formable nature of the worm’s body, many conventional image
matching and tracking algorithms do not apply to this problem.
To address these problems, we have applied three spatial and
temporal clues that human observers use to recognize the head
and tail sections. Even though the entire worm body could travel
a large distance (in camera coordinates) between two consecu-
tive recording frames which were taken 0.5 s apart, the head and
tail locations relative to the body centroid (worm body coordi-
nates) tend to change little, much as a rigid body would behave
(Fig. 7). The other two clues are: the worm’s tail area is darker
than the head (having to do with fat distribution), and the head
moves more frequently than the tail (having to do with foraging
behaviors). The detailed procedure, illustrated in Fig. 8, is as
follows.

1) From recorded grayscale images, the above segmenta-
tion procedure was applied. For each video frame, the
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Fig. 6. (A)–(D) Skeleton generating process. (A) Gray level image acquired
from a video sequence containing the worm body and part of track. (B)
Corresponding binary image after thresholding. (C) Skeleton after applying
skeletonizing algorithm and redundant pixel removal. (D) Clean skeleton
after pruning. E–F show typical skeletons from two different worm types. (E)
Typical unc-2 skeleton. (F) Typical egl-19 skeleton.

Fig. 7. Worm movement characteristics and their usage for tracking. (A) A
portion of track in camera view. Solid line represents the worm body centroid
movement. (x) and (�) represent worm’s tail and head location respectively, as
they wiggle around the travel direction. (B) Three-dimensional plot of head and
tail movement in worm coordinates. The centroid movement is represented as
the vertical line in the (0, 0, t) location. The tail locations (+) are connected,
showing the circular movement around the centroid. The head locations, marked
by dots, tend to locate opposite the corresponding tail locations. (C) Location
offset of heads and tails in worm coordinates for two consecutive frames. The
head-head and tail-tail correspondences have smallest offsets of the four.

grayscale image and its corresponding binary image and
skeleton were stored.

2) The two end points of the skeleton are potential head
and tail locations. We assign the end points to two
groups for each uninterrupted video segment ac-
cording to the following rules: Let de-
note the coordinate of the end point in frame that
was assigned to group 1. Similar definitions hold for

Fig. 8. Image processing and head/tail extraction procedure. (A) Original
grayscale image. Notice there is an egg object nearby that needs to be removed
by cleaning. (B) Binary image after segmentation, cleaning. The worm skeleton
generated from thinning, pruning process is superimposed on the binary image.
Two end points of the skeleton are candidates of head and tail locations. (C)
Two perpendicular lines (to skeleton line fitting) at 1/6 of skeleton location.
Deleting the pixels along these separation lines divides the worm body into
head, tail and middle sections. (D) Head and tail sections of the grayscale
image can be easily obtained by indexing cutoff portions from the binary image
from (C).

, and . Now we
use to denote
the vector of spatial coordinates for end point 1 in
frame . Let and de-
note the vectors of spatial coordinates for the two end
points in frame that have not yet been assigned
to group 1 or group 2. Let

,
. Then will be assigned to group

provided that
, . The condi-

tion statement is to avoid head and tail locations being
accidentally flipped. If the condition is not met, the cur-
rent frame is marked as “undecided” and the grouping
process restarts from the next frame to avoid potentially
spreading errors.

3) To isolate the head and tail sections from the rest of the
body, we identify two points on the skeleton that are at 1/6
skeleton-length away from each end point. We compute
the best fit line to 9-pixel-long segments from the skeleton
list surrounding the two identified pixels. The lines are
then rotated by 90 to get perpendicular lines. Lines that
are 5 and 5 off from the perpendicular are also gen-
erated. The line with the shortest distance traversing the
binary image is chosen as the separation line between the
head/tail and the rest of the body. The end sections are
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separated from the rest by deleting binary pixels along the
separation lines.

4) Using the binary image and the end point locations as an
index to the grayscale image, we calculate the median
brightness of the two end sections for each frame. The
means of these values for group 1 and 2 are calculated
for the segment. If the difference between these two mean
values is at least 20% of the larger mean value, the group
with the higher average brightness value is labeled as the
head.

5) Mutant types with digestive abnormalities have smaller
brightness differences between head and tail. For these
(brightness difference 20%), a secondary decision rule
is introduced to compare the local movement distance for
the two end points. The group with higher total movement
distance is labeled as the head. This procedure was applied
independently for each video segment. Segments are sep-
arated by missing frames, failed segmentation, or unde-
cided frames.

D. Feature Extraction

All of the software for binarization, skeletonization, and fea-
ture extraction was coded either in C or MATLAB and im-
plemented on UNIX machines. Some features (e.g., the area
of the worm, that is, the number of pixels which make up the
single binary object in the frame) could be computed on a single
frame; these were computed for all 600 frames in the sequence.
The average value, the maximum value and the minimum value
were then computed for these 600 measurements. Other features
could not be extracted from a single frame, for example, the
movement between two frames, or the movement within 10 s
(20 frames). Since there are 600 frames total in a sequence, the
movement between two frames could be computed 300 times
if we take pairs of frames in a nonoverlapping fashion, or it
could be calculated 599 times taking pairs of frames in a sliding
window or overlapping fashion. Likewise, for the movement
within 20 frames, we could compute 581 values for overlapping
20-frame intervals. Quantities of this type were calculated in a
sliding window fashion. The average, max, and min were com-
puted from this set of numbers.

Some of the maximum and minimum values are outliers intro-
duced by noise or errors during image capture and processing.
To avoid using these extreme values, it was more useful to sum-
marize the group statistics with such quantities as the 90th and
10th percentile values out of the population of 600 numbers. For
the remainder of this paper, the terms max and min are used to
denote the 90th and 10th percentile values. The measured fea-
tures included the minimum, maximum, and average values of
the following: distance moved in 0.5, 5, 10, 15, 20, 25, and 30
s; and 5 min, number of reversals in 10, 20, 40, 60, 80, 100, and
120 s; and 5 min, worm area, worm length, width at center and
head/tail, ratio of thickness to length, fatness, eccentricity and
lengths of major/minor axes of best-fit ellipse, height and width
of minimum enclosing rectangle (MER), ratio of MER width
and height, ratio of worm area to MER area, angle change rate,
head/tail/center brightness, local head/tail/center movement rel-
ative to centroid, and head-centroid-tail angle. The area, angle
change rate, and movement features were calculated for the

head, tail, center, and entire worm body respectively. We now
describe in detail how several of these features were extracted
from the image data.

1) Body length and area: The worm length can be readily
calculated by counting the number of pixels on the
skeleton. The area that the head, center and tail occupy
were also measured by counting the binary pixels in these
sections.

2) Body thickness/width/fatness: The worm thickness
(width/length) was measured at the center, head, and tail
positions of the worm skeleton (the center position was
the value at the center of the skeleton pixel list; the head
and tail positions were defined as the position which is
7 pixels away from head and tail end points identified
by the tracking algorithm). The thickness measurement
methods were as described in [1]. The center width was
defined as the average width of the center section. The
same widths were measured for the head and tail sections.
We also defined the worm’s fatness as the ratio of worm
area to length.

3) Local movement: Many features characterize the global
movement using the absolute distance traveled by the
worm body centroid over various fixed time intervals.
We also measured the relative offset of the head with
regard to the centroid across the frames as an indication
of the worm’s head movement. This offset was defined
as the movement of the head when the worm centroids
were aligned on top of each other from one frame to
the next. The tail movement was also measured. These
measurements calculated how much the individual body
parts move relative to the rest of the body.

4) Angle change rate: The angle change, an important fea-
ture for distinguishing different worm types, is defined as

, where
, is

the worm length, and are the lo-
cations of consecutive points that are 5 pixels apart along
the worm skeleton, and is the number of such points
along the skeleton. A larger angle change rate means that
a worm has sharper body bends. Fig. 6(E), (F) shows typ-
ical skeletons from two different mutant types. The angle
change rate is 15.51 for the skeleton in Fig. 6(E) compared
with 8.45 in Fig. 6(F). The angle change rates were also
calculated separately for head, tail, and center regions.

5) Brightness: Variations in fat distribution and absorption of
nutrients cause some mutant types to become more trans-
parent than others. The transparency can be measured by
the median pixel value of the head, center, tail, and whole
body regions (Fig. 8).

6) Symmetry: To measure the unbalanced muscle behavior of
uncoordinated mutants, we characterized the way a worm
body deviates from a perfect sine wave. These features in-
clude the amplitude (defined as the absolute distance from
points on the skeleton to the line connecting the head and
tail), the sum of signed distances to the line connecting the
head and tail, the angle between the line connecting head
to centroid, and the line connecting tail to centroid, and
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Fig. 9. Feature examples. (A) Worm skeleton, head, tail, and centroid
locations. The length, angle of head to tail, head to centroid, tail to centroid
lines provide symmetry information. Worm amplitude can also be measured.
(B) A portion of track left by centroid. The reversal location is marked.

the distances between head and centroid, and between tail
and centroid [Fig. 9(A)].

7) Reversals: Reversals were interesting characteristics
during movement. They are characterized by the distance
and frequency of the worm moving back into the recent
previous path. We kept a moving window to record the
previous 20 centroid locations. A reversal was detected
when the new centroid was closer to any of the 19 pre-
vious centroid locations than to the most recent past
[Fig. 9(B)].

E. Random Forests Classification and Feature Selection

Based on qualitative descriptions of uncoordinated mutant
phenotypes, we expected the features measured by our system
would provide useful quantitative definitions for specific mutant
types [10], [16]. To assess the ability of these image features
to provide effective characterization of C. elegans mutant phe-
notypes, we used the Random Forests algorithm [3], [4], [20],
a classifier that uses bagging of classification trees to improve
performance in distinguishing different mutant types. Random
Forests utilizes an ensemble learning scheme. Instead of gen-
erating a single classification tree, many trees (to make up the
forests) are generated independently by bootstrapping from the
original data. A simple majority vote is taken for prediction.
In addition to constructing each tree with a different bootstrap
sample of the data, Random Forests adds an additional layer
of randomness by splitting at each node using a random subset
of predictors instead of using the best split among all features
as is done in CART [5]. These two layers of randomness turn
out to perform very well compared to many other classifiers
including discriminant analysis, support vector machines and
neural networks, and the method is robust against overfitting [3].
An estimate of the error rate can be obtained by predicting using
“Out-of-bag” (OOB) data, which are the data (around 36% of
the data) that were not used in each bootstrap sample. The clas-
sification error rate is, thus, defined as the aggregated OOB pre-
diction error rate. Given enough trees being grown, the OOB
error rate is quite accurate [7]. There are two free parameters

TABLE II
HEAD AND TAIL IDENTIFICATION RESULTS. DATA WERE COLLECTED FROM

161 5-MIN VIDEO SEQUENCES (2 Hz) FROM 16 DISTINCT MUTANT TYPES

First column shows the mutant type. Second column shows the total
number of frames in the videos. The number of frames that had head
recognized as tail due to the tail section being lighter is listed in column
3. The number of frames that had head recognized as tail due to grouping
errors is listed in column 4. The average error rate is around 2% for
111 233 frames tested.

(the number of trees in the forest and the number of random
features considered at each split). Random Forests also pro-
vides four measures of feature importance that can be used for
model reduction. One of these measures of feature importance,
defined as the average lowering of the margin across all sam-
ples when this feature is randomly permuted, was used because
it was more robust against noise (Liaw, Personal Communica-
tions). For each sample, the margin is defined as the proportion
of votes for its true class minus the maximum of the proportion
of votes for each of the other classes.

III. RESULTS

A. Tracking and Head and Tail Recognition

The tracking and head and tail recognition procedure was
tested on 161 5-min video sequences (sampled at 2 Hz) from 16
mutant types including more than 111 000 image frames. The
videos were played back with the worm’s tail marked by the al-
gorithm for a human observer to verify. Experimental results are
shown in Table II. The method produces excellent results as the
average correct identification rate is around 98%.

B. Classification

For the classification, the forest was made up by 5000 trees
. At each split, 15 features were randomly se-

lected to be considered for splitting , which is
approximately the square root of the total 253 features used.
The confusion matrix, represented by OOB errors, is shown
in Table III. The classification success rates are listed along
the shaded main diagonal while the off-diagonal entries repre-
sent the misclassification error rates. The average success rate
is 90.9%, showing a high degree of success at identifying the
correct mutant type even if presented with a single example
recording.
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TABLE III
CLASSIFICATION RESULT FROM RANDOM FORESTS WITH 253 FEATURES, 5,000 TREES AND 15 RANDOM FEATURES TO SPLIT ON AT EACH NODE. THE

OOB ESTIMATE OF ERROR RATE IS 90.09%

TABLE IV
IMPORTANT FEATURES IDENTIFIED BY RANDOM FORESTS. THE OOB ESTIMATE

OF ERROR RATE BY USING THESE 25 FEATURES IS 85.9%

The important features identified by Random Forests are
shown in Table IV. If we run the classification procedure using
only the top 25 features (10% of the total features) identified by
Random Forests, we achieved 86% classification accuracy.

IV. DISCUSSION

A. Effect of Number of Trees and Number of Features Used
at Each Split

Fig. 10(A) shows the effect of the number of features se-
lected at each split on the error rate with 5000 trees constructed.

Fig. 10. (A) Effect of number of features selected at each split on OOB error
> rate. Five–thousand trees are used. The horizontal line represents the > error
rate using 15 features. (B) Effect of number of trees used to construct Random
Forests on OOB error rate. Fifteen features are used at each split.

The errors are stable between 10 and 100 features
and trend upward slightly afterwards. Fig. 10(B)

shows the effect of the number of trees used when 15 features
are selected at each split. The error converges quickly after 800
trees are constructed. Both plots in-
dicate that the results are not sensitive to the selection of these
two parameters.

B. Comparison to Related Work

A number of automated systems have been developed for
quantifying specific behavioral parameters in C. elegans as well
as other genetically-tractable organizms. For example, there are
systems in [25] that reveal the alternative behavioral states con-
trolled by serotonin in egg-laying behavior; systems [9] that
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study solitary (move slow) and social feeding (move fast) be-
haviors, systems [22] that investigate the behavioral mechanism
of chemotaxis by studying the speed and turning rate during
chemotaxis in gradients of the attractants ammonium chloride
or biotin; systems [21] that report progressive increases in both
locomotor activity and stereotyped behavior known as “reverse
tolerance” or “behavioral sensitization” caused by repeated in-
termittent doses of cocaine; systems [2] that show that acute re-
sponses to cocaine and nicotine are blunted by pharmacologi-
cally induced reductions in dopamine levels by measuring the
effect of psychostimulants on fly behavior. Each system is ca-
pable of measuring some specific behavioral parameters, but
there is no automated system that is designed to classify a large
number of the mutant types by evaluating large numbers of be-
havioral parameters simultaneously.

C. Comparison to Related Work

However, it is interesting to compare our system with human
experts. A preliminary comparison with human observers re-
veals that our automatic system outperforms the human dramat-
ically. For example, in one experiment we conducted, an experi-
enced observer was presented with 100 1-min videos of unc-36
and unc-2 (50 of each), and identified only 50% of unc-36 and
90% of unc-2 frames correctly. Running the same experiment
on dgk-1 and goa-1, the observer identified 84% of goa-1 and
52% of dgk-1 correctly. Using 1-min videos for the human ob-
server reduces the experiment time by 80% compared to 5-min
videos, and in any case, the human observer typically makes
his decision within the first 70 frames (35 s). The human ob-
server in our experiment is a C. elegans expert with more than 20
years of experience working in this field. The system produces
over 93% correctness for each of these types against 15 other
types combined. Furthermore, from the features extracted by the
system, the head and tail brightness difference and total move-
ment and reversals are the top features distinguishing -
/ - and - / - pairs, respectively. These features are
hard to quantify by eye.

D. Applications for Computer Vision-Based Quantification
of Mutant Phenotypes

Hundreds of genes have been identified in C. elegans that af-
fect behavior and morphology in specific ways. Our long-term
aim is to collect data on large numbers of mutant types and ef-
fectively classify them according to their phenotypic similarity.
With an increasing data set, it becomes progressively more chal-
lenging to identify features that effectively classify and distin-
guish the large variety of worm types. The image processing
methods developed here, including new features that require
accurately identifying the head and tail regions of the animal,
allowed us to achieve high classification accuracy even for a
data set involving 16 different mutant types with subtle distinc-
tions that are hard to classify by eye. These methods also hold
promise for investigating the clustering of behavioral and mor-
phological patterns seen in different mutant worm types. In a
recent study [12], we investigated the natural clustering of C.
elegans behavioral and morphological phenotypes using data
collected by our automated tracking system. From a complex

data set consisting of 253 features measured from recordings
of 797 individuals representing 8 distinct genotypes, we used
principal component analysis to represent each mutant type as a
cloud of data points in low-dimensional feature space. We also
used k-means clustering and Euclidean distance measurements
to explore the natural structure of the behavioral data and to
compare the similarities of mutant phenotypic patterns. Encour-
agingly, the phenotypic classes inferred from the cluster anal-
ysis matched the known molecular similarities of the mutants
that were grouped together; for example, two nicotinic receptor
mutants formed a single cluster, as did two calcium channel
mutants. Together, these results provided a precise and com-
prehensive definition of several important C. elegans pheno-
types, and demonstrate that mutant phenotypes can be clustered
using a complex behavioral and morphological signature based
on quantitative image features. The image processing and com-
puter vision methods developed in this report are basic building
blocks for studying specific C. elegans behaviors. For example,
we have developed methods [13] to automatically detect egg-
laying events which allow the study of egg-laying events on
a large scale. Future studies with multi-animal behaviors such
as mating, social feeding, etc, can also take advantage of the
methods developed. The algorithms developed here for tracking,
head/tail recognition and feature extraction will be an essential
part of a completely automated C. elegans tracking and identi-
fication system.
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