MEASUREMENT ACCURACY AS A MEASURE OF IMAGE QUALITY IN
COMPRESSED MR CHEST SCANS
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ABSTRACT
We investigated the effects of lossy image compression on measurement accuracy in magnetic resonance images. Thirty chest scans were compressed to five different levels using predictive pruned tree-structured vector quantization (predictive PTSVQ). Three radiologists measured the diameters of the four principal blood vessels on each image. Errors were analyzed relative to both an independent standard and personal performance on uncompressed images. Data were compared with both t and Wilcoxon tests. We conclude that for the purpose of measuring blood vessels in the chest, there is no significant difference in measurement accuracy when images are compressed up to 16:1 with predictive PTSVQ.

1. INTRODUCTION
The use for diagnosis of such medical imaging technologies as magnetic resonance imaging (MRI) and computerized tomography (CT) has recently expanded. One difficulty in working with the resulting digital medical images, however, is the size of the individual image files involved. For example, a typical MR image is 0.13 Mb and a typical CT image is 0.5 Mb. This situation is further compounded by the enormous number of images produced. Compression techniques are therefore desirable and often essential for cost and time efficiency of storage and communication.

Lossless compression alone is in general insufficient to attain ratios higher than 4:1. If greater compression ratios are desired, it is necessary to use lossy compression. The primary concern with medical images is that the diagnostic accuracy of the lossy compressed images remain at least as high as the diagnostic accuracy of the original images. A wide variety of diagnostic tasks need to be considered, including the measurement of structures and the detection of lesions. A protocol is thus needed to quantify the diagnostic accuracy of radiologists who make use of an image, whether or not it is compressed. From the implementation of such a protocol, one can then determine the minimum bit rate required for a medical image to retain acceptable diagnostic accuracy relative to a putative gold standard.

Most previous studies have investigated the effects of lossy compression on detection of structures [1, 2, 3]. Measurement tasks on structures such as blood vessels and tumors also take a central role in identifying abnormalities. In the evaluation of aneurysms, for example, size is an important prognostic feature in any presurgical assessment. An aneurysm is diagnosed if the aorta exceeds 4 cm in diameter. The size of the aneurysm bears heavily upon the risk of rupture. There is a 10% risk of rupture for aneurysms between 5 and 10 cm in diameter, and about 50% for aneurysms greater than 10 cm [4]. Because rupture is invariably fatal, operative repair is usually recommended when the aorta measures more than about 5 or 6 cm in diameter [5, 6].

The clinical decision, however, depends not only on the size of the aneurysm but also on the clinical status of the patient (issues of pain and hemodynamic instability). Dilation less than 5 cm in diameter may be followed conservatively by serial MR imaging studies at 6-month intervals. An observed increase in the aortic diameter of 0.5 cm over the course of a six month interval would be an indication for surgical repair. It is therefore imperative that image compression maintain information for accurate measurements and not blur edges or distort structures.

We here describe the results of a study that quantified the effects of lossy compression on measurement
accuracy. The study included the following four tasks:

1. Establishing a protocol for obtaining measurements and subjective scores in a manner that followed closely the clinical tasks of radiologists.
2. Establishing a gold standard for the “correct vessel sizes” and choosing appropriate statistical measures for analyzing measurement errors.
3. Determining to what bit rate the images can be compressed without a loss in measurement accuracy.
4. Determining whether subjective scores and measurement error vary similarly with decreasing bit rates.

2. STUDY DESIGN

We investigated the measurement accuracy of radiologists on four primary blood vessels in the mediastinum: the ascending aorta, descending aorta, right pulmonary artery, and superior vena cava. As previously discussed, these measurements are usually compared to a range of expected normal measurements and used to detect aneurysms, as well as to characterize overall cardiovascular physiology. Since even a 0.5 cm enlargement of the aneurysm over a 6-month period is an indication for surgery, it is important to be able to measure the size of the aneurysm accurately.

A set of 9-bit original MR chest images containing aneurysms and normal vessels was compressed to five bit rates between 0.36 and 1.7 bits per pixel (bpp). We will refer to these five rates (0.36, 0.55, 0.82, 1.14, and 1.70 bpp) as levels 1-5, respectively. We chose as our compression scheme predictive pruned tree-structured vector quantization [7]. Twenty MR chest scans were chosen as the training set based on their wide range of both aneurysms and normal vessel structures. An additional 30 scans were chosen as test images. All analyses were based solely on measurements made on the test images. The 256 x 256 pixel images were divided into 2 x 4 pixel blocks for encoding and decoding. The coefficients for the Wiener-Hopf linear predictor were calculated from the training set and used to produce a residual training set. Figure 1(a) shows an original 9.0 bpp MR chest scan and figure 1(b) shows the same image compressed to 1.14 bpp.

The test images were arranged in a randomized sequence and presented on separate hardcopy films to three radiologists. Following standard clinical methods for detecting aneurysms, the radiologists used calipers and a mm scale available on each image to measure the four blood vessels appearing on each scan. The radiologists made the measurements between the outer
walls of the vessels along the axis of maximum diameter. The viewing protocol also was designed to reduce learning effects between the different compression levels for a particular image. More details of this protocol are described in [8]. A subjective score of 1 (worst) to 5 (best) was also assigned to each image based on the radiologist's opinion of the quality of that image for the measurement task. These scores were used only as a measure of subjective quality and not as a measure of measurement accuracy.

Two gold standards were set to represent the correct size of each blood vessel. The "independent gold standard" is based on the consensus measurements made by two radiologists on the uncompressed images. These two radiologists are different from the three radiologists whose judgments on the compressed images are used to determine diagnostic accuracy. The "personal gold standard" is derived for each radiologist based on his or her own measurements on the same image at the uncompressed level. Since each gold standard has advantages and disadvantages [8], it is useful to consider both in analyzing the accuracy of measurements in compressed medical images.

The differences in error achieved at each bit rate can be quantified as statistically significant by many tests; we chose two of the most common, the t and Wilcoxon signed rank tests [9]. Both of these tests take into account the pairing of the measurements being compared. Measurements are considered paired in a comparison of two bit rates because the same vessel in the same image is measured by the radiologists at both bit rates. We also used statistical techniques that account for this multiplicity of tests.

3. RESULTS

Figure 2 plots percent measurement error vs. bit rate when the independent gold standard was used. The percent measurement error for each image is defined to be the difference between a radiologist's measurement and the gold standard, scaled by the gold standard measurement. The data are fitted with a quadratic spline with a single knot at 1.0 bpp to show the general trend of the data. A quadratic spline is a simple model for tracking data that can be fit by least squares [10]. It is quadratic "by region," and is continuous with a continuous first derivative across the knot, where the functional form of the quadratic changes. The graph demonstrates that except for measurement at the lowest bit rates, accuracy does not vary greatly with compression. When the t-test was used with the independent gold standard, none of the compressed images down to the lowest bit rate of 0.36 bpp was found to have a significantly higher percent measurement error when compared to the error of measurements made on the originals. When the Wilcoxon signed rank test was used with the independent gold standard, only level 1 (0.36 bpp) differed significantly in percent measurement error. Thus with the independent gold standard, measurement accuracy is preserved down to 0.55 bpp (level 2).

A plot of percent measurement error vs. bit rate when the personal gold standard was used was similar to the plot when the independent gold standard was used. The t-test results with the personal gold standard indicated that images compressed to levels 1 (0.36 bpp) and 4 (1.14 bpp) had significantly different percent measurement error from the personal gold standard. With the Wilcoxon signed rank test, only the images compressed to level 1 (0.36 bpp) had significantly different percent measurement errors from the personal gold standard. A Bonferroni simultaneous test [11] was constructed to use the significance levels of the previous two tests to obtain a significance level that is simultaneously applicable for both. With the simultaneous test, only the percent measurement error at level 1 (0.36 bpp) was determined to be significantly different from that at the uncompressed level. This agrees with the corresponding result using the independent gold standard. Thus, with both the independent and personal gold standards, we found that percent measurement error at compression levels down to 0.55 bpp did not differ significantly from the percent measurement error at the 9.0 bpp original.

It is also important to examine the effect of compression on subjective opinions. In particular, we would like to address the following two questions: Does a radiologist's perception of image quality change with bit rate? Does it change in a manner similar to the way percent measurement error changes? In order to address these issues, we asked the radiologists to assign subjective scores (at the time of measurement) of 1 (worst) - 5 (best) to each image based on "its usefulness for the measurement task." We defined "usefulness" to represent the radiologists' opinion of whether the edges used for measurements were blurry or distorted, and your confidence concerning the measurement you took.

Figure 3 shows the relationship between mean subjective score and mean bit rate for all the radiologists pooled and for each radiologist separately. A spline-like function that is quadratic from 0 to 2.0 bpp and linear from 2.0 to 9.0 bpp was fit to the data to illustrate the general trend. The plot shows that although compression level 5 had similar scores to the original images, there was a rapid and drastic decrease in sub-
4. CONCLUSIONS

Three radiologists measured the four primary blood vessels on MR chest images that were compressed with predictive PTSVQ. We determined that down to 0.55 bpp these measurements differed only at the noise level from measurements made on the original images. This analysis was performed using the t-test and the Wilcoxon test with both independent and personal gold standards. Furthermore, it was determined that a radiologist's opinion of an image's usefulness for a measurement task may not necessarily correspond with the actual utility of the image for the measurement task.
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