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Abstract—We study the robustness of modulation recognition
using deep neural networks. This is of critical importance
for applying deep learning for radio modulation classification,
because wireless propagation conditions could vary significantly
under different communication environments. We compare the
performance of radio modulation recognition using data and
using expert features. While deep modulation recognition using
data has been proposed in existing literature since it achieves
better performance than crafted expert features, our results
indicate that using expert features yields significantly more
robustness.

Index Terms—Modulation recognition, deep learning, robust-
ness, feature-based.

I. Introduction

It is important to identify the modulation types of incom-
ing signals for applications such as spectrum monitoring,
interference identification, and spectrum management [1], and
modulation recognition has been widely investigated over the
past several decades [2]- [4] based on a decision-theoretic
approach.

With the extensive application and significant success of
deep neural networks in areas such as computer vision, natural
language translation, and speech recognition, O’Shea et.al. in
[6] demonstrated the viability and effectiveness of applying
deep neural networks in modulation recognition. Similar to
how the deep learning is applied in computer vision, the
deep modulation recognition was carried out in a way that
the samples of received radio waveform are utilized as the
input of a neural network. Using a large number of radio
samples with ground-truth labels (also termed training data)
to train the neural network, it was shown to be effective
in modulation recognition, with performance improvements
compared to expert feature based methods.

However, wireless radio signals vary significantly in a
variety of dimensions. Changes in factors, such as time,
location, velocity, and propagation conditions of either the
transmitter or the receiver, would cause deviations in the
statistical characteristics of the received radio samples from
that of training data. However, it is not feasible to obtain
sufficient training data for all possible radio scenarios. Thus,
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it is necessary to examine whether the neural network is still
effective in such environments.

In this paper, we examine the robustness of a deep neural
network, and show that, directly using radio samples as inputs
to neural network (termed data-based deep neural network
or data-based deep modulation recognition) is sensitive to
the operating environment and is not robust under different
propagation conditions. In contrast, we show that using expert
features as input to the deep neural network exhibits significant
robustness.

The rest of this paper is organized as follows. The data-
based deep modulation recognition framework is described
in Section II. In Section III, a robust deep modulation
recognition scheme using extracted features is given. Results
and corresponding analysis are presented in Section. Finally,
conclusions are discussed in Section V.

II. Data-Based DeepModulation Recognition

Modulation recognition can be formulated as a classifica-
tion problem, where the modulation type is determined by
classification of received radio signals. A deep neural network
can be considered as a classifier, and was proposed in [6]
for modulation recognition, where the received radio signal
samples are fed into the network. Since it directly utilizes the
radio signal data as the inputs, we call this data-based deep
modulation recognition.

The signal samples are obtained by sampling the in-phase
and quadrature components of the signal at discrete time
steps by an analog-to-digital coverter with a carrier frequency
roughly centered on the carrier of interest [6]. In this way, a
1 × N complex-valued vector is formed. This complex-valued
vector can be further decomposed as a 2×N real-valued vector,
with the first row being the in-phase components and the
second row as the quadrature components. These vectors are
the input of the deep neural network.

The deep modulation recognition network, as illustrated in
Fig. 1, is a 4-layer neural network with two convolutional
and two fully connected layers. The rectified linear (ReLU)
activation is used for the convolutional and fully connected
layers, and a softmax activation function is employed for the
output layer. The last fully connected layer has L neurons
corresponding to the L modulation classes.

To train the data-based deep neural network, each input
vector is associated with a ground-truth label. The label is
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Fig. 1. Deep modulation reconition network

used to identify the modulation type of the input vector. This
label is typically described by one-hot encoding [7].

By collecting a sufficiently large amount of input vectors
with ground-truth labels, also called a labeled dataset, the
neural network can be trained to fulfill the task of modulation
classification. The model parameters of the neural network
can be trained and validated with the training dataset. The
output of the neural network is the class label indicating which
modulation category the input vector falls in.

III. Robust DeepModulation Recognition Using Features

Data-based deep modulation recognition has been shown to
be effective in [6] and [8]. However, training a neural net-
work with sufficent labeled data to a specific communications
scenario does not guarantee that it generalizes well in other
communications environments. As discussed in Section I,
wireless signals can vary significantly under different scenarios
due to time, location, terrain profile, etc.. For example, the
propagation could vary from line-of-sight to multipath fading
and shadowing. In this way, the radio signals could be very
different from those used for training the neural network. As a
consequence, the patterns learned from the radio signals in one
communication scenario might not apply for a different one.
On the other hand, it is too difficult to collect all the radio data
with ground-truth label. Therefore, robust deep modulation
recognition, which can generalize well in different wireless
communication scenarios, is needed.

In this paper, we propose to use a feature-based deep neural
network. Instead of directly feeding the radio signal samples
into the neural network, the feature-based deep modulation
recognition first extracts features from radio signal samples
that are suitable for modulation recognition, and then uses
these features as inputs to the deep neural network. The block
diagram of a feature-based scheme is illustrated in Fig. 2. For
feature-based deep modulation recognition, we choose widely
adopted features which are described in the following.

Fig. 2. Block diagram of feature-based deep modulation recognition.

A. Modulation Features

Both statistical and instantaneous features can be extracted
to discriminate among the modulation types of interest [1].
Higher-order moments and cumulants are among the most
widely utilized statistical features. A higher-order moment of
received signal x is given by

Mpq = E
[
x(p−q)(x∗)q] (1)

where p and q are non-negative integers. Higher order cumu-
lants Cpq can be obtained from Mpq, for example,
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20
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(2)

We utilize the ratios of higher order cumulants as statis-
tical features [5] in this paper. Specifically, we define Fi,
i = 1, 2, · · · , 6, as follows:
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Another statistical feature that is extracted for modulation

recognition here is the ratio of variance σ2 to square of mean

μ, i.e., F7 =
σ2

μ2 .

Instantaneous features can also be extracted to discriminate
among different modulations and are shown to be effective [1]-
[4]. Two widely used instantaneous features are adopted for
deep modulation recognition in this paper. The first instanta-
neous feature, γmax, is defined by [1],

γmax =
max
∣∣∣DFT

(
xcn(i)

)∣∣∣2
N

(3)

where DFT (·) denotes the discrete Fourier transform oper-
ation, xcn(i) is the i-th sample of the normalized-centered
instantaneous amplitude, defined by

xcn(i) = xn(i) − 1, where xn(i) =
x(i)
μ

(4)

where μ is the average value of the instantaneous amplitude,

i.e., μ =
1
N
∑N

i=1 x(i).
The second feature is the kurtosis of the normalized-

centered instantaneous amplitude of the signal, given by [9]

F9 =
E
[
x4

cn(i)
]

{
E
[
x2

cn(i)
]}2 (5)

IV. Results and Analysis

In this section, we evaluate and compare the performances
of data-based and feature-based deep modulation recogni-
tion. In order to examine the robustness of different deep
modulation recognition schemes, we carry out the following
experiments:
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• Train the neural network with radio signals under AWGN,
and test the neural network performance under AWGN as
well.

• Train the neural network with radio signals under AWGN,
and test the neural network performance under Rician
fading.

We use the same setting for generating radio signals under
AWGN as those in the GNU Radio ML dataset RML2016.10a
[6] and [8]. The received signals are upsampled by a factor
of 8, and 2 × N real samples are collected to form one 1 × N
complex-valued input vector, which can be decomposed into
two 1 × N real-valued vectors. In the experiments, N is set to
either 128 or 1024. One input vector is also called one exam-
ple. There are 11 different modulation formats, including both
analog and digital modulation types: BPSK, QPSK, 8PSK,
QAM16, QAM64, CPFSK, GFSK, PAM4, WBFM, AM-SSB,
and AM-DSB. One thousand examples are generated for each
SNR and each modulation type, whereby half of the examples
are randomly chosen for training, and the remaining half are
used for the test.

Radio signals with the 11 modulation formats under Rician
fading are also generated in a GNU Radio. Specifically,
frequency-selective Rician fading is considered, and the num-
ber of discrete paths is set to three. The first discrete path
experiences Rician fading. The Rician K factor, which is the
ratio of the power received via the line-of-sight (LOS) path to
the power of the remaining non-LOS paths, is set to K = 4.
The remaining discrete paths follow independent Rayleigh
fading. Similarly, for each SNR and each modulation type,
we generate 1000 examples under Rician fading, whereby 500
examples are randomly picked for training the neural network,
and the remaining 500 examples are utilized for the test.

For clarity of description, the notation in Figs. 3 and 4 are
elaborated in the following:

• “Data-based AWGN” corresponds to the performance of
data-based deep modulation recognition, when the neural
network is trained using the examples under AWGN and
is tested with examples under AWGN.

• “Feature-based AWGN” is similar to data-based AWGN,
except that feature-based deep modulation is utilized.

• “Data-based Rician” corresponds to neural network being
trained using the dataset under AWGN, and being tested
using the dataset under Rician fading.

• “Feature-based Rician” refers to the scenario where the
neural network is trained with features extracted from
examples under AWGN and tested using features from
those under Rician fading.

The modulation classification accuracy versus SNR is plot-
ted in Fig. 3, where the number of complex samples in one
input vector N = 128. It can be seen that the classification
accuracy for the data-based AWGN is higher than that of the
feature-based AWGN. That is, the data-based deep modulation
recognition achieves higher classification accuracy than the
feature-based scheme. This coincides with O’Shea’s pioneer-
ing work on deep modulation recognition [6] [8].

However, when the trained model is applied to a different
communication environment, for example, when the modu-

lated signals experience multipath Rician fading, as shown
in Fig. 3, the classification accuracy significantly falls into
the range of 20% to 30% for data-based deep modulation
recognition, and the accuracy stays at a similar level even when
the SNR is 20dB. On the contrary, there is a relatively small
gap in the classification accuracy between AWGN and Rician
fading when using expert features, and when SNR is above
10dB, the resulting classification accuracy is around 0.70. This
decrease is much less significant than the data based scheme. It
indicates to us that using expert features for deep modulation
recognition is more robust than the data based method. This is
reasonable, because the statistics of sampled data change when
the communication channel varies. Accordingly, the patterns
learned by the neural network under AWGN no longer hold for
the scenario of Rician fading channels. Evidently, the expert
features, such as high-order cumulants of received signals,
are retaining their usefulness under some different channel
conditions. As a result, the feature based scheme is more
robust for radio modulation recognition.

Fig. 3. Modulation classification performances under AWGN and Rician
fading for N = 128

Fig. 4. Modulation classification performances under AWGN and Rician
fading for N = 1024

Intuitively, increasing the input vector size will increase
the classification accuracy, since more time-domain samples
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would bring in more information. With the same amount of
data for training the neural network, we increase the input
vector size from N = 128 to N = 1024, and the corresponding
modulation classification performances are plotted in Fig. 4.
It is seen that, when the input vector size increases, the
performance of the data-based deep modulation recognition is
significantly degraded. Even for very high SNR at 20dB, the
classification accuracy is slightly below 40%. On the contrary,
the performance of the feature-based deep modulation recog-
nition is improved as compared with its performance when
N = 128 in Fig. 3, that is, the classification accuracy increases
from roughly 80% to slightly above 90% for SNR from 10dB
to 20dB.

This is because, for the data-based neural network, when N
increases from 128 to 1024, the total number of signal patterns
are exponentially increased. For example, for a modulation
with alphabet size of M, the number of signal patterns for
N = 128 with an upsampling factor of 8 is M16, and for
N = 1024 it becomes M128. In other words, for the data-based
scheme, in order to make the neural network learn as many
as possible patterns so as to achieve satisfactory performance,
the training dataset size needs to be significantly increased
when N increases. Obtaining a large amount of labeled data for
certain scenarios, especially simulated scenarios, are feasible.
However, it is difficult to obtain a large amount of labeled
data for all possible communications scenarios. On the other
hand, when the input vector size increases, the extracted
features, especially these statistical ones, can better reflect
the statistical characteristics of the received signal, and thus
resulting in better performance in classification accuracy. From
this perspective, we can also conclude that the feature-based
deep modulation recognition is significantly more robust than
the data-based approach.

V. Conclusions

Robustness of deep modulation recognition has been inves-
tigated in this paper. Specifically, deep modulation recogni-
tion performances have been evaluated and compared under
AWGN and Rician fading for data-based and feature-based
schemes. Results show that feature-based deep modulation
recognition has significantly more robustness than the data-
based, and indicate that, for the current state-of-the-art of
machine learning in wireless communications, where suffi-
ciently large datasets with many possible communications
scenarios are not yet available, feature-based deep modulation
recognition is better than data-based one in terms of a robust
deep modulation recognition.
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