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Abstract—We consider a relay network that delivers a Gaus-
sian source by employing successive refinement source coding and
superposition coding of layers at the source node and successive
decoding at the relay and destination nodes. For the network,
making use of the decoding results at the relay and destination
nodes of the first transmission, an efficient relaying strategy
of layers is proposed to minimize the expected distortion (ED)
when only the average channel state information is available at
the source node. Three types of the proposed scheme, defined
as Prop-DF, using decode-and-forward signals, Prop-AF, using
amplify-and-forward signals, and Prop-MF, using mixed-forward
signals, are addressed and analyzed in terms of the outage
probability and distortion exponent. Unlike other studies, we
have also taken the relay location into account in deriving
the distortion exponent showing the high SNR behavior of the
ED. The results show that the proposed scheme increases the
distortion exponent up to twice that of the conventional relaying
schemes when the relay is close to the source node, and that
Prop-MF provides the best performance for most relay locations.

Index Terms—Superposition coding, Amplify-and-forward,
Decode-and-forward, Expected distortion, Distortion exponent

I. INTRODUCTION

W IRELESS relaying and cooperation of neighboring
nodes can improve the communication reliability with-

out increasing the transmit power or mounting multiple an-
tennas in the communication nodes [1], [2]. These advantages
have motivated the design of efficient relaying protocols and
their performance analyses under various system conditions
[3]–[6]. Relaying protocols are usually based on decode-and-
forward (DF) which avoids noise amplification, or amplify-
and-forward (AF) which makes the relay simple. In most
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studies, the performance has been investigated mainly from
physical layer aspects such as the outage probability, symbol
error rate, and average rate delivered reliably.

In the meantime, the advent of wireless multimedia services
with a diversity of quality-of-services has initiated cross-layer
designs between the application and physical layers for effi-
cient utilization of wireless resources [7]–[9]. These designs
attempt to improve the end-to-end performance by taking
into account both source coding and channel transmission.
Recently, without assuming the availability of channel state
information (CSI) at the transmitter, cross-layer designs using
layered transmission of successive refinement source coding
have been extensively studied for various system models to
minimize the expected distortion (ED) when the transmitted
multimedia source is reconstructed at the receiver [8], [10]–
[20].

In the designs, the transmitter encodes a source into multiple
layers such that each layer refines the description in the pre-
vious layer successively, and transmits the layers sequentially
or simultaneously by using superposition coding (SC) with
an appropriate power allocation. The receiver decodes the
layers successively, and combines the successfully decoded
layers to reconstruct the source. Due to the difficulty in
analyzing the finite signal-to-noise ratio (SNR) performance,
the performance of such designs has often been analyzed in
terms of the distortion exponent [8], [11], [13], [15], [17],
[19] which quantifies the exponential decay rate of the ED
in the high SNR regime. In some studies, efficient power
and rate allocation algorithms have been investigated in the
finite SNR regime to obtain the minimum ED [12], [14],
[16]. The results have shown that SC transmission of layered
sources tends to achieve better distortion performance than
progressive transmission of layered sources (which transmits
layered sources sequentially in time) [11], [13], [15].

The SC for layered sources has been applied in wireless
relay networks also. In [10], layer-selective relaying based
on the relay decoding result was proposed for a three-node
relay network, but without any analysis of the distortion
performance. In the same system model as in [10], the
distortion exponents of DF and AF schemes were analyzed
for the source-channel mismatch factor in [11], revealing
that the distortion exponent of the relaying schemes gets
larger than that of direct transmission when the source-channel
mismatch factor is large. The analysis was extended to the
case of multiple AF relay nodes [17] when relay selection
or distributed beamforming is employed. The performance
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Fig. 1. A relay network: (a) System model (b) Transmission protocol.

with relay selection is also evaluated with multiple DF relay
nodes in [18]. For the multiple AF relay network, power
and rate allocation algorithms in the finite SNR regime were
also proposed for the two-layer case in [19]. Although less
relevant, the studies in [21]–[23] also apply SC transmission in
relay networks and attempt to maximize the transmission rate
with full CSI at the transmitter without considering successive
refinement source coding.

In this paper, we consider a relaying scheme for the SC
transmission of layered sources, by which the ED can be
improved even with a single relay node. We extend the DF-
based layer-selective relaying scheme using only the relay
decoding result [10] into the case where the decoding result
at the destination in the first slot is also incorporated in
the design of relay signals. Specifically, making use of the
decoding results at both the relay and destination nodes in
the first slot, we propose three types of relay signal con-
struction, one incorporating DF signals, another incorporating
AF signals, and the third incorporating both DF and AF
signals. Generalizing and extending the preliminary study in
[20], we not only consider an arbitrary number of layers but
also analyze the outage probability and successive decoding
diversity order. In addition, the distortion exponent is derived
in a closed form expression as a function of the source-channel
mismatch factor. Unlike conventional studies, the effect of the
relay location is also incorporated in the analysis of distortion
performance.

II. SYSTEM MODEL

Consider the relay network described in Fig. 1, where the
source node s wishes to send an information source to the
destination node d with the help of the relay node r. Each node
is equipped with a single antenna, and the channels between
any two nodes are Rayleigh fading, independent of each other,
and quasi-static over N channel uses. Let huv ∼ CN (0, ς−ν

uv )
denote the complex channel gain between nodes u and v
at distance ςuv for uv ∈ {sd, sr, rd}, where ∼ stands for
‘distributed as’, CN (m,σ2) denotes the circularly symmetric
complex Gaussian distribution with mean m and variance σ2,
and ν is the path loss exponent.

As shown in Fig. 1(b), N channel uses are divided into two
time slots of length N

2 , with the first and second slots used for
the transmission of the source and relay, respectively. Over the
N channel uses, a block of K source samples is transmitted,
which leads to the source-channel mismatch factor (also called
the bandwidth expansion ratio) [11], [12], [14]

b =
N

K
channel-uses per source-sample. (1)

The mismatch factor can be interpreted as a delay constraint
in transmitting the source. The source samples are encoded
by successive refinement source coding, which produces L

layers, each carrying the refinement information of a lower
layer. Each layer is then channel-encoded with independent
and identically distributed complex Gaussian codebooks. The
channel code rate of layer l will be denoted by Rl bits/channel-
use on average over N channel uses, which corresponds to the
source code rate of bRl bits/source-sample.

If the channel encoder outputs of L layers are transmitted by
SC with power allocation, the transmit symbol of the source
at the nth channel use in the first slot is given by

x(n) =
L∑

l=1

√Psαlxl(n) (2)

for n ∈ N
N
2
1 , where xl(n) ∼ CN (0, 1) is the channel encoder

output of layer l, Ps is the transmit power of the source, and αl

is the power allocation factor to layer l, subject to
L∑

l=1

αl = 1

with N
j
i = {i, i+ 1, · · · , j} denoting the set of integers from

i to j. The corresponding received signal can be expressed as

yv,1(n) = hsv

L∑
l=1

√Psαlxl(n) + wv,1(n), (3)

where v ∈ {r, d} denotes the receiving node and wv,i(n) ∼
CN (0, σ2) is the additive noise at node v in the ith slot for
i = 1, 2. In the second slot, the relay transmits a signal z(n),
generated from yr,1(n) under the relay power constraint Pr.
Details of the proposed relay signal z(n) will be described
in Section III. The received signal at the destination in the
second slot can then be written as

yd,2(n) = hrdz(n) + wd,2(n). (4)

In the network, receiving nodes perform successive decod-
ing, decoding lower layers first and decoding the next higher
layer only if all the lower layers are decoded successfully
and removed from the received signal. Consequently, if layer
lo is in outage, so are layers l ∈ N

L
lo+1. Thus, with the

successive decoding, we have {Pout,l < Pout,l+1}Ll=0, where
Pout,l denotes the outage probability of layer l averaged over
all channel realizations with Pout,0 = 0 and Pout,L+1 = 1.
Now, for a rate vector R = [R1 R2 · · · RL] and a power
allocation vector α = [α1 α2 · · · αL], the ED is given by
[11]

ED(R,α) =
L∑

l=0

(Pout,l+1 − Pout,l)D

(
b

l∑
m=1

Rm

)
(5)

after reconstructing the source with successfully decoded
layers at the destination, where D(·) is the distortion-rate
function of source coding. In applying the SC, the source
chooses vectors R and α to minimize the ED as

EDo = min
(R,α)

ED(R,α). (6)

In this paper, we assume a memoryless, zero-mean, unit-
variance Gaussian source, of which the distortion-rate function
is bounded by D(R) = 2−R under the squared-error distortion
measure [24]. In addition, the numbers K and N are assumed
to be large enough to achieve the distortion-rate bound and
instantaneous channel capacity as in [11], [19].
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III. THE PROPOSED RELAYING SCHEME

A. Overview

The conventional relaying schemes for SC signals adopt ei-
ther DF or AF without any feedback information. Specifically,
the relay signal is given by

z(n) =
qr∑
l=1

√
Prαl

ᾱ1,qr
xl(n) (7)

in SC-DF [10], and

z(n) =
√

Pr

Ps|hsr|2+σ2 yr,1(n)

=
√

Pr

Ps|hsr|2+σ2

{
hsr

L∑
l=1

√Psαlxl(n) + wr,1(n)

}
(8)

in SC-AF [11], where qr ∈ N
L
0 is the number of layers decoded

successfully at the relay in the first slot and ᾱi,j =
j∑

m=i

αm

is the power fraction allocated to layers {i, i+1, · · · , j} with
ᾱi,j = 0 for i > j.

The proposed relaying scheme, on the other hand, designs
the relay signal by taking into account the decoding result
qd ∈ N

L
0 at the destination as well as the decoding result

qr at the relay in the first slot. Note that the decoding result
qd (qr) indicates that the destination (relay) has successfully
decoded all the layers up to and including layer qd (qr) but
failed to decode higher layers. The information qd, which can
be made available at the relay through feedback from the
destination using �log2(L + 1)� bits, will be used to avoid
redundant transmission of the layers recovered successfully
at the destination in the first slot. In the second slot, the
destination attempts to decode layer l only for l ∈ N

L
qd+1 (i.e.,

layers not decoded successfully in the first slot) and only when
the relay signal contains the information on layer l (i.e., when
combining the relay signal z(n) with the directly received
signal can improve the SNR).

The decoding result qv at node v ∈ {r, d} in the first
slot is determined by the effective SNR ηv,l at layer l when
node v decodes layer l with the received signal (3). Assuming
successive decoding with perfect cancellation of lower layers,
we have [14]

ηv,l = Φl,L(γsv) (9)

for v ∈ {r, d}, where γuv = |huv|2Pu

σ2 is the instantaneous
SNR of the link between nodes u and v for uv ∈ {sd, sr, rd},
and

Φi,j(x) =
αix

ᾱi+1,jx+ 1
(10)

is the effective SNR at layer i when layers {i, i + 1, · · · , j}
are received at SNR x.

Denoting by ηf,l the final effective SNR at layer l when
the destination performs the final decoding of layer l in the
second slot, let us now design the relay signal z(n) to improve
ηf,l for l ∈ N

L
qd+1 by employing DF signals, AF signals, and

both DF and AF signals.

B. Proposed DF (Prop-DF)

Prop-DF constructs the relay signal as

z(n) =

⎧⎨
⎩GD

qd,qr

qr∑
l=qd+1

√Prαlxl(n), if qd < qr,

0, if qd ≥ qr,

(11)

where GD
i,j =

√
1

ᾱi+1,j
is the amplification factor to make

the relay power Pr. Basically, Prop-DF scheme constructs the
relay signals by selecting the layers required at the destination
among the layers recovered at the relay.

In the second slot, to improve the final effective SNR for
l ∈ N

qr
qd+1, the destination performs maximal ratio combining

(MRC) of (3) with v = d and (4). The corresponding final
effective SNR is derived in Appendix I.A as

ηf,l = Φl,qr

(
λD
qd,qr

)
, (12)

where

λD
i,j =

Φj,L(γsd)

αj
+

γrd
ᾱi+1,j

. (13)

C. Proposed AF (Prop-AF)

The relay signal for Prop-AF is expressed as

z(n) = GA
min(qd,qr)

{
yr,1(n)− hsr

min(qd,qr)∑
l=1

√Psαlxl(n)

}
, (14)

where GA
q =

√
Pr

Ps|hsr|2ᾱq+1,L+σ2 is the amplification factor
to make the relay power Pr: Basically, Prop-AF scheme
constructs the relay signals by removing, from the received
signal, the layers which have been decoded successfully at
the relay yet are not required at the destination. In this case,
with MRC, the final effective SNR will be improved into

ηf,l = Φl,L

(
λA
min(qd,qr)

)
(15)

for l ∈ N
L
qd+1 as shown in Appendix I.B, where

λA
q = γsd +

γsrγrd
ᾱq+1,Lγsr + γrd + 1

. (16)

D. Proposed Mixed-Forward (Prop-MF)

Noting that Prop-DF improves the SNR for l ∈ N
qr
qd+1, we

modify Prop-DF by sending AF signals when DF relaying is
not possible. The relay signal is then defined as

z(n) =

⎧⎪⎪⎨
⎪⎪⎩
GD

qd,qr

qr∑
l=qd+1

√Prαlxl(n), if qd < qr,

GA
qr

{
yr,1(n)− hsr

qr∑
l=1

√Psαlxl(n)

}
, if qd ≥ qr,

(17)

which leads to the final effective SNR (12) and (15) for qd <
l ≤ qr and qr ≤ qd < l ≤ L, respectively.

The final effective SNR for the three types of the proposed
scheme is summarized in Table I. Note that the final effective
SNR of a layer remains unchanged from ηd,l = Φl,L(γsd)
when the MRC has not been performed for the layer.

IV. OUTAGE ANALYSIS IN THE FINITE SNR REGION

Given the rate and power allocation (R,α), let us derive
the outage probability Pout,l of the proposed scheme.
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TABLE I
FINAL EFFECTIVE SNR OF THE THREE TYPES OF THE PROPOSED SCHEME.

Final effective SNR (ηf,l)Case Layer
Prop-DF Prop-AF Prop-MF

J1 1 ≤ l ≤ qd Φl,L(γsd) Φl,L(γsd) Φl,L(γsd)

J2 qd < l ≤ qr Φl,qr (λ
D
qd,qr

) Φl,L(λA
qd

) Φl,qr (λ
D
qd,qr

)

J3 qd < qr < l ≤ L Φl,L(γsd) Φl,L(λA
qd

) Φl,L(γsd)

J4 qr ≤ qd < l ≤ L Φl,L(γsd) Φl,L(λA
qr

) Φl,L(λA
qr
)

A. General Framework for Analysis

Let Ed,i (Er,i) denote the event that the destination (relay)
successfully decodes all the layers up to and including layer i
but fails in decoding higher layers in the first slot. Assuming
the power and rate allocation which allows successive decod-
ing, we have

Ev,i = {Γi,L < γsv ≤ Γi+1,L} (18)

for v ∈ {d, r}, where the threshold Γi,j , with Γ0,j = 0 and
ΓL+1,j = ∞, is the SNR required for successful decoding
of layer i with rate Ri when layers {i + 1, i + 2, · · · , j} are
interfering with layer i for i ∈ N

L
1 and j ∈ N

L
i+1. Now, when

the effective SNR is given by Φi,j(γ) (as in (9), (12), and
(15)), by setting the mutual information equal to the rate as
1
2 log2 (1 + Φi,j(Γi,j)) = Ri, we can obtain the threshold

Γi,j = Φ−1
i,j (κi) =

κi

αi − ᾱi+1,jκi
(19)

since Φi,j(x) is a monotonically increasing function of x > 0,
where κi = 22Ri−1. In addition, since the conditions {Γl,L <
Γl+1,L}Ll=0 are satisfied under the assumption of successive
decoding, we also have {Γl,j < Γl+1,j}Ll=0 for j ∈ N

L−1
1 .

Denote by Sf,l(i, j) the event that the decoding results
(qd, qr) of the first slot are (i, j) and layer l is reconstructed
successfully in the second slot. If we write the final effective
SNR of layer l when (qd, qr) = (i, j) as ηf,l(i, j) by showing
the dependence on (i, j) explicitly, the event Sf,l(i, j) can be
written as

Sf,l(i, j) = Ed,i
⋂ Er,j

⋂ {ηf,l(i, j) > κl} . (20)

The outage probability of layer l is then given by

Pout,l = 1−
L∑

i=0

L∑
j=0

P[Sf,l(i, j)],= 1−
4∑

k=1

Psuc,l(Jk), (21)

where P[·] denotes the probability of an event, {Jk}4k=1 denote
the four cases shown in Table I,

Psuc,l(Jk) =
∑

(i,j)∈Ql(Jk)

P[Sf,l(i, j)] (22)

is the probability of decoding success at layer l when Jk

occurs, and⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Ql(J1) = {(i, j) : l ≤ i ≤ L, 0 ≤ j ≤ L},
Ql(J2) = {(i, j) : 0 ≤ i < l ≤ j ≤ L},
Ql(J3) = {(i, j) : 0 ≤ i < j < l},
Ql(J4) = {(i, j) : 0 ≤ j ≤ i < l}

(23)

denote the sets of (qd, qr) belonging to {Jk}4k=1 for layer
l. Here, the probability P[Sf,l(i, j)] is derived over the dis-
tribution of γ = [γsd γsr γrd]: Note that γuv = |huv|2Pu

σ2

for uv ∈ {sd, sr, rd} are independent and exponentially dis-
tributed with mean Ωuv = ς−ν

uv
Pu

σ2 since huv ∼ CN (0, ς−ν
uv ).

Let us next derive Sf,l(i, j) and then Psuc,l(Jk) for the
three types of the proposed scheme, which would allow us to
evaluate (21).

B. Prop-DF

When (i, j) ∈ Ql(J1), we have ηf,l(i, j) = Φl,L(γsd) from
Table I so that

Sf,l(i, j) = Ed,i
⋂ Er,j (24)

since {ηf,l(i, j) > κl} = {γsd > Γl,L} in (20). We then have

Psuc,l(J1) =
L∑
i=l

P[Ed,i]
L∑

j=0

P[Er,j] = e
−Γl,L

Ωsd (25)

from (22), Ql(J1) in (23), (24), and P[Ev,i] = e−
Γi,L
Ωsv −

e−
Γi+1,L

Ωsv for v ∈ {r, d}.
When (i, j) ∈ Ql(J2), since ηf,l(i, j) = Φl,j

(
λD
i,j

)
from

Table I, we have

Sf,l(i, j) = Ed,i
⋂ Er,j

⋂{λD
i,j > Γl,j}. (26)

Thus, recollecting Ql(J2) in (23) and (26), we have

Psuc,l(J2) =
L∑
j=l

P[Er,j]
l−1∑
i=0

PD
l,i(j) (27)

from (22), where

PD
l,i(j) = P

[Ed,i⋂{
λD
i,j ≥ Γl,j

}]
= P

[
Ed,i

⋂{
Φj,L(γsd)

αj
+ γrd

ᾱi+1,j
> Γl,j

}]
. (28)

Similarly, for (i, j) ∈ Q(J3)∪Q(J4), we have ηf,l(i, j) =
Φl,L(γsd) and Sf,l(i, j) = Ed,i

⋂ Er,j
⋂{γsd > Γl,L} = ∅:

Consequently, Psuc,l(J3) = Psuc,l(J4) = 0, which produces
the outage probability

Pout,l = 1− e
−Γl,L

Ωsd −
L∑
j=l

P[Er,j]
l−1∑
i=0

PD
l,i(j) (29)

of Prop-DF when combined with (25) and (27).

C. Prop-AF

In the case J1, with ηf,l(i, j) being identical to that of Prop-

DF, we have Psuc,l(J1) = e
− Γl

Ωsd from (25). Next, for (i, j) ∈
Ql(J2)∪Ql(J3), the relation ηf,l(i, j) = Φl,L

(
λA
i

)
results in

Sf,l(i, j) = Ed,i
⋂ Er,j

⋂{λA
i > Γl,L}, from which we have

3∑
k=2

Psuc,l(Jk) =
l−1∑
i=0

L∑
j=i+1

P
[Ed,i⋂ Er,j

⋂{λA
i > Γl,L}

]

=
l−1∑
i=0

PA
l,i∗ (30)

since Ql(J2) ∪ Ql(J3) = {(i, j) : 0 ≤ i < l, i < j ≤ L},
where

PA
l,i∗ =

L∑
j=i+1

P
[Ed,i⋂ Er,j

⋂{λA
i > Γl,L}

]
= P [Γi,L < γsd ≤ Γi+1,L, Γi+1,L < γsr,

γsd + γsrγrd

γsrᾱi+1,L+γrd+1 > Γl,L

]
. (31)
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In the case J4, with ηf,l(i, j) = Φl,L

(
λA
i

)
, we have

Sf,l(i, j) = Ed,i
⋂ Er,j

⋂{λA
j > Γl,L}, and consequently,

Psuc,l(J4) =
l−1∑
j=0

l−1∑
i=j

P
[Ed,i⋂ Er,j

⋂{λA
j > Γl,L

]

=
l−1∑
j=0

PA
l,∗j , (32)

where

PA
l,∗j =

l−1∑
i=j

P
[Ed,i⋂ Er,j

⋂{λA
j > Γl,L

]
= P [Γj,L < γsd ≤ Γl,L, Γj,L < γsr ≤ Γj+1,L,

γsd + γsrγrd

γsrᾱj+1,L+γrd+1 > Γl,L

]
. (33)

Thus, from (25), (30), and (32), we finally have the outage
probability of Prop-AF as

Pout,l = 1− e
−Γl,L

Ωsd −
l−1∑
i=0

(
PA
l,i∗ + PA

l,∗i
)
. (34)

D. Prop-MF

For Prop-MF, the event Sf,l(i, j) is identical to that for Prop-
DF in the three cases {Jj}3j=1 and to that for Prop-AF in the
case J4. Therefore, we have the outage probability

Pout,l = 1− e
−Γl,L

Ωsd −
L∑
j=l

P[Er,j ]
l−1∑
i=0

PD
l,i(j)−

l−1∑
j=0

PA
l,∗j (35)

using (25), (27), Psuc,l(J3) = 0 as in Section IV-B, and (32).

E. Discussion

With the outage probabilities derived analytically so far, we
next find the minimum ED shown in (6), which can be restated
as an optimization problem:

EDo = min
{(R,α):R�0,α�0}

ED(R,α) (36)

subject to C1:
L∑

l=1

αl = 1 (37)

C2: ΓL,L > ΓL−1,L > · · · > Γ1,L > 0, (38)

where � denotes the element-wise inequality. The problem can
be solved by first minimizing the objective function ED(R,α)
over all feasible α at each feasible value of R as

ED,min(R) = min
{α:α�0,C1,C2}

ED(R,α), (39)

and then, finding the minimum of (39) over all feasible R as

EDo = min
{R:R�0}

ED,min(R). (40)

Since the optimization problem is non-convex and non-
linear, no existing algorithm may be employed to obtain the
solution effectively. We thus resort to exhaustive search for the
solution, in which the following linearization of the constraints
is helpful for obtaining ED,min(R) in (39). By changing
variables as

al =
1

Γl,L
=

1

κl
αl − ᾱl+1,L (41)

for l ∈ N
L
1 [12], we can express αl as a linear combination

αl =
L∑

m=1
tl,mam of a = [a1 a2 · · · aL], where tl,l = κl,

tl,m = 0 if l ∈ N
L
m+1, and tl,m = κl

L∑
k=l+1

tk,m if

l ∈ N
m−1
1 . Replacing α with Ta, the problem (39) can

be transformed into ED,min(R) = min
{a: C1′,C2′}

ED(R,Ta),

where C1′:
L∑

m=1
Tmam = 1 with Tm =

L∑
l=1

tl,m, C2′:

a1 > a2 > · · · > aL > 0, and T is an L × L matrix with
tl,m as the (l,m)th element. With the linear constraints C1′

and C2′, we can set the search range of a conveniently, since{
M∑

m=1
Tm

}−1

< a1 < T−1
1 , al < al−1 for l = 2, 3, · · · , L−1,

and aL = T−1
L − T−1

L

L−1∑
m=1

Tmam. Next, in solving (40), we

employ an exhaustive search over 0 ≤ Rl ≤ Rmax, where
Rmax is empirically chosen to be sufficiently large to include
the optimal point.

Normally, numerical integrations would be required when
searching for the minimum ED, incurring an excessive amount
of computation time. To reduce the search time in the finite
SNR regime, we have derived upper bounds P̆D

l,i(j) (given in
(65)), P̆A

l,i∗ (given in (67)), and P̆A
l,∗j (given in (68)) on PD

l,i(j),
PA
l,i∗, and PA

l,∗j shown in (28), (31), and (33), respectively, in
Appendix II, which lead to a lower bound P̃out,l on Pout,l,
shown in (29), (34), and (35): Let us just mention that the
computation time for evaluating the minimum ED of Prop-
MF using P̃out,l is, for example, only 0.26% that of using
numerical integration when L = 2 on Windows7 with a 3
GHz processor.

V. ASYMPTOTIC DISTORTION PERFORMANCE

The high SNR behavior of the ED of the proposed scheme
will now be investigated in terms of the distortion exponent
defined as

Δ = − lim
Ω→∞

logED(R,α)

logΩ
(42)

for a single link system [8], where Ω is the average SNR of the
link. In [11], the distortion exponent (42) is investigated for
the relay system assuming that Ωuv = Ω for uv ∈ {sd, sr, rd}.
Taking the relay location also into account, we will investigate
the distortion exponent behavior in terms of Ω = Ωsd when

Ωsr = ρ1Ω and Ωrd = ρ2Ω, where ρ1 =
(

ςsd
ςsr

)ν
and

ρ2 = Pr

Ps

(
ςsd
ςrd

)ν
. We assume Pr = Ps, 0 < ςsr < ςsd, and

0 < ςrd < ςsd, so that ρ1 > 1 and ρ2 > 1. In obtaining the
distortion exponents of the proposed scheme at two extreme
relay locations of ςsr → 0 and ςsr → ςsd, we employ the
diversity-multiplexing tradeoff approach [11], [17], in which
the successive decoding diversity gain (SDDG) at multiplexing
gain r = [r1 r2 · · · rL] =

R
log2 Ω is defined as

dl(r) = − lim
Ω→∞

logPout,l

logΩ
(43)

with d0(r) = ∞ and dL+1(r) = 0 since Pout,0 = 0 and
Pout,L+1 = 1.
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We employ the exponential power allocation, assigning

ᾱ1,L = 1 and ᾱl,L = Ω
−2

l−1∑
m=1

rm−εl−1

for l ∈ N
L
2 with some

infinitesimal numbers {εj}L−1
j=1 such that 0 < ε1 < ε2 < · · · <

εL−1 [11], [17]. The exponential power allocation is selected
based on the following rationale of an attempt to make the ef-
fective SNR (9) as high as possible. First, the vector α should
be chosen to satisfy the condition Pout,l < 1, or equivalently,
Γl,L > 0: This implies we should have ᾱl+1,Lκl < αl in (19),
which can be expressed as (i) ᾱl+1,L < ᾱl,LΩ

−2rl . Now, from
(i), we can show that αl = ᾱl,L − ᾱl+1,L ≈ ᾱl,L. Therefore,
to make the effective SNR (9) as high as possible, ᾱl,L should
be chosen as large as possible under the constraint (i), which
can be achieved by the allocation ᾱl,L = ᾱl−1,LΩ

−2rl−1−εl−1

for some infinitesimal εl−1 > 0 for l ∈ N
L
2 . In the sequel,

since ᾱ1,L = 1, we have ᾱl,L = Ω
−2

l−1∑
m=1

rm−εl−1

, where

εl =
l∑

m=1
εm for l ∈ N

L−1
1 .

With the exponential power allocation, the SNR thresholds
in the high SNR regime can be approximated, from κl ≈
Ω2rl , αl ≈ ᾱl,L = Ω

−2
l−1∑
m=1

rm−εl−1

, and αl − ᾱl+1,jκl ≈

ᾱl,L (1− Ω−εl) ≈ Ω
−2

l−1∑
m=1

rm−εl−1

in (19), as

Γl,j ≈ κl

ᾱl,L
≈ Ω

2
l∑

m=1
rm+εl−1

. (44)

To ensure Pout,l → 0 as Ω → ∞ in (29), (34), and (35),
the multiplexing gain vector r should be chosen to satisfy
Γl,L

Ω → 0, which results in 2
l∑

m=1
rm + εl−1 < 1 from (44).

The SDDG and the distortion exponent of Prop-DF, Prop-
AF, and Prop-MF are provided in Theorems 1–4 below.

Theorem 1: For Prop-DF, Prop-AF, and Prop-MF, the
SDDG of layer l with the exponential power allocation is

dl(r) =

⎧⎪⎪⎨
⎪⎪⎩
2− 4

l∑
m=1

rm, if ςsr → ςsd,

2− 2 max
1≤i≤l

ri − 2
l∑

m=1
rm, if ςsr → 0.

(45)

Proof: See Appendix III. �
Theorem 1 implies that the SDDG of the proposed scheme

is larger when the relay is closer to the source: Intuitively,
when the relay is closer to the source, the relay can decode
more layers successfully, and consequently, transmit the layers
required at the destination more effectively. Since Pout,l ≈
Ω−dl(r) from (43) and d0(r) = ∞ > d1(r) > · · · >
dL+1(r) = 0 in (45), the distortion exponent is obtained from
(5) as

Δ = max
{r:r>0}

min
l∈N

L+1
1

Δl, (46)

where Δl = dl(r) + b
l−1∑
m=1

rm with b the source-channel

mismatch factor defined in (1).

Theorem 2: When ςsr → ςsd, the distortion exponent of
Prop-DF, Prop-AF, and Prop-MF with the exponential power
allocation reaches

Δ = 2− 2

{
L∑

m=0

(
b
4

)m}−1

(47)

when r1 =

{
2

L∑
m=0

(
b
4

)m}−1

and rl =
(
b
4

)l−1
r1 for l ∈ N

L
2 .

Proof: See Appendix IV. �
Theorem 3: When ςsr → 0, the distortion exponent of

Prop-DF, Prop-AF, and Prop-MF with the exponential power
allocation reaches

Δ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
2− 2+b+(2−b)s∗

1+s∗+
L−s∗+1∑

m=1
( b

2 )
m
, if 0 < b ≤ 2,

2− 2

1+ b
4

L∑
m=1

( b+2
4 )

m−1
if b ≥ 2,

(48)

where

s∗ =

⎧⎨
⎩
L, if L ≤ 1 + 2

b ,

min
{s∈N

L−1
1 :A(s)<0}

s, if L > 1 + 2
b

(49)

with A(s) = b− {2 + (2− b)s} ( b2)L−s+1
. The multiplexing

gain achieving (48) is given by

rl =

⎧⎪⎪⎨
⎪⎪⎩
{
1 + s∗ +

L−s∗+1∑
m=1

(
b
2

)m}−1

, for l ∈ N
s∗
1 ,

(
b
2

)l−s∗
rs∗ , for l ∈ N

L
s∗+1

(50)

when 0 < b < 2, and by

rl =

(
b+ 2

4

)l−1

r1 (51)

for l ∈ N
L
2 with r1 = 2

{
4 + b

L∑
m=1

(
b+2
4

)m−1
}−1

when b ≥
2.

Proof: See Appendix V. �
When the relay is near the destination, it is immediate from

Theorem 2 that the distortion exponent of the proposed scheme
is identical to that of the conventional SC-AF [11]. When the
relay is close to the source, we can in addition deduce, after
some thought based on Theorems 1 and 2, that the distortion
exponent (48) of the proposed scheme will be larger than
that of SC-AF. Next, the behaviors of the distortion exponent
for finite values of L can be predicted indirectly from the
following theorem for L → ∞.

Theorem 4: When L → ∞, the distortion exponent of
Prop-DF, Prop-AF, and Prop-MF converges to

Δ∞ =

{
min

(
b
2 , 2

)
, if ςsr → ςsd,

min (b, 2) , if ςsr → 0.
(52)

Proof: From (47), Δ = 2 − 2
(
1− b

4

)
= b

2 if 0 < b < 4
and Δ = 2 if b ≥ 4 when ςsr → ςsd. When ςsr → 0, Δ = 2
if b ≥ 2 from (48). Let us now consider the case 0 < b < 2
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when ςsr → 0 in (48). Since L > 1 + 2
b when L → ∞,

we need to find s∗ = min
s∈N

L−1
1

s subject to A(s) < 0 in (49).

Clearly, when 0 < b < 2, A(s) is a decreasing function of
s with A(1) = b − {2 + (2 − b)} ( b2)L and A(L − 1) =

b−{2 + (2− b)(L − 1)} ( b2)2 with A(1) → b and A(L−1) →
−∞ as L → ∞. Thus, there exists an s∗ ∈ N

L−1
2 such that

A(s∗ − 1) ≥ 0 and A(s∗) < 0. Now, when L → ∞, the
equation A(s) = 0, or equivalently

(
b
2

)L−s+1
= 1

2+(2−b)s ,
cannot be satisfied with a finite value of s: Thus, s∗ → ∞ as
L → ∞. This implies Δ = 2− 2+b+(2−b)s∗

1+s∗+
L−s∗+1∑

m=1
( b

2 )
m

→ 2−(2−b)

as L → ∞. �

To confirm Theorems 2–4, the distortion exponent of the
proposed scheme is shown in Fig. 2 as a function of the
source-channel mismatch factor b. It is observed that the
closed-form solutions (47), (48), and (52) (denoted by lines)
agree well with those obtained from the optimization program
[25] (denoted by marks) and that the distortion exponent
increases with L as anticipated. The distortion exponent when
ςsr → 0 is larger than that when ςsr → ςsd, which gets more
noticeable as L increases. In other words, the proposed scheme
would perform better when the relay is closer to the source
and the number of layers L increases.

Fig. 3 compares the distortion exponent of the proposed
and conventional schemes for four values of L when ςsr →
0. In this figure, ‘Prop’ denotes the proposed scheme, ‘Conv
[10,11]’ denotes the conventional SC-DF [10] and SC-AF [11]
schemes, and ‘DT [12]’ denotes the direct transmission (DT)
of SC [12]. As shown in Appendix VI, the distortion exponent
of SC-DF and SC-AF does not depend on the relay location
and is identical to that of the proposed scheme for ςsr → ςsd.
Clearly, at the cost of feedback overhead of �log2(L + 1)�
bits, the proposed relaying scheme provides a higher distortion
exponent than the conventional ones when the relay is close to
the source, with the gain getting larger as L increases. When
b is small, the high SNR performance of the relaying schemes
is known to be inferior to that of DT since relaying using
two slots can incur a larger distortion in source coding due to
reduced source code rate: Over the interval (bT ,∞) of b, on
the contrary, it is clearly observed that the proposed scheme
can enjoy a larger distortion exponent than DT, where bT is
approximately 1.3 when L = 2 and converges to 1 when
L → ∞. In addition, the proposed scheme provides the same
performance as DT when L → ∞ for 0 < b ≤ 1.

VI. PERFORMANCE EVALUATION

Let us now evaluate the performance of the proposed
scheme in the finite SNR region. We assume the three nodes
form a straight line (ςrd = ςsd − ςsr) with the same transmit
power Ps = Pr and path loss exponent ν = 3. We numerically
search for the minimum ED in the feasible region of (R,α)
in two steps as described in Subsection IV.E and show the
result in dB relative to the worst ED.

Fig. 4 compares the expected distortion performance of
various relaying schemes as a function of the average SNR
Ω when b = 1 and L = 2. The normalized relay location
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Fig. 2. Distortion exponent of the proposed scheme as a function of the
source-channel mismatch factor b.
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Fig. 3. Comparison of the distortion exponents of the proposed and
conventional schemes when ςsr → 0.

ςsr
ςsd

is set to 0.2 and 0.8 in Figs. 4(a) and (b), respectively.
As benchmarks, we have shown the performance of the
optimal relaying scheme (denoted as ‘CSIT’) with optimal
time allocation between the two transmission phases and full
CSI at the source [21], [26], that of the basic AF and DF
schemes without SC [3] (denoted as ‘AF [3]’ and ‘DF [3]’,
respectively), and that of SC-DF [10] and SC-AF [11] schemes
(denoted as ‘SC-DF [10]’ and ‘SC-AF [11]’, respectively):
It should be noted that the optimal relaying scheme can be
implemented only when the instantaneous CSI γ is fully
available at the source for each data transmission whereas the
other SC-based schemes can be implemented with the average
CSI Ω at the source. The solid and dash-dot lines represent
the minimum ED evaluated with Pout,l (‘Exact’) and the lower
bound evaluated with P̃out,l (‘LB’), respectively. It is observed
that the lower bounds, obtained with significantly reduced
computation time, are almost indistinguishable from the exact
values. Prop-MF, Prop-AF, and Prop-DF perform similarly,
all with some gain over AF, DF, SC-AF and SC-DF, when
ςsr
ςsd

= 0.2. When ςsr
ςsd

= 0.8, Prop-MF, Prop-AF, and SC-AF
perform similarly with some gain over Prop-DF, SC-DF, AF,
and DF. The figure also reveals that the distortion exponent,
i.e., the slope of the ED in the high SNR region, varies as the
relay location. The slopes for the proposed scheme are steeper
than those for the conventional schemes when ςsr

ςsd
= 0.2, while

the slopes are almost the same when ςsr
ςsd

= 0.8, which agrees
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Fig. 4. Minimum ED as a function of the average SNR with exact and
approximate evaluations: (a) ςsr

ςsd
= 0.2 (b) ςsr

ςsd
= 0.8.

with the analysis on the distortion exponent in Section V.

In Fig. 5, we show the expected distortion performance
as a function of the normalized relay location ςsr

ςsd
when

b = 1, L = 2, and Ω = 15 dB. We can make observations
similar to those in Fig. 4, except that lower bounds now tend
to deviate from the exact values for Prop-AF and SC-AF
around ςsr

ςsd
= 0.5, since the inequality (66) becomes loose

when γsr ≈ γrd. It is observed that (i) Prop-DF (Prop-AF)
outperforms, or performs similarly to, SC-DF (SC-AF), (ii)
Prop-DF, not incurring any noise amplification, outperforms
Prop-AF when the relay is near the source, and (iii) the AF-
based schemes perform better than the DF-based schemes
when the relay is near the destination as is well-known. We
would like to add that Prop-MF provides uniformly the best
performance at most relay locations by taking the advantages
of both DF and AF signals. Prop-AF performs slightly better
than Prop-MF when ςsr

ςsd
� 0.75, where the AF signals

used in Prop-AF are more suitable than the DF signals used
in Prop-MF for qd < qr: As the relay gets closer to the
destination node, the number qr tends to decrease, resulting
in a smaller number of layers transmitted by the relay in
the DF signal, which implies a better performance for the
AF signal than the DF signal. Nonetheless, the gain is not
significant, since the probability of the event {qd < qr} is
not that high. Let us mention that other assignments of the
AF and DF signals can, of course, be devised, which would
produce performance characteristics different from those of the
proposed assignments. Specifically, if we modify Prop-MF so
that AF signals, instead of DF signals, are sent in some cases
where qd < qr, we could improve the performance when the
relay is close to the destination at the expense of performance
loss at other relay locations. In any case, we believe there does
not exist a uniformly optimal scheme.

In Fig. 6, we compare the performance of some represen-
tative schemes for various values of L and b when ςsr

ςsd
= 0.2.

Again, the slopes of the ED curves in the high SNR region
agree with the results in Fig. 3: That is, (i) the slope for Prop-
MF is steeper than that for SC-AF as ςsr

ςsd
→ 0, (ii) all the

slopes become steeper when L increases with that for Prop-
MF getting even steeper, and (iii) all the slopes become steeper
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Fig. 5. Minimum ED as a function of the normalized relay location ςsr
ςsd

with exact and approximate evaluations when Ω = 15 dB.
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Fig. 6. Minimum ED when ςsr
ςsd

= 0.2: (a) When b = 1 (b) When L = 2.

when b increases due to the decreased distortion from source
coding. Unlike in the infinite SNR region, the relaying systems
are shown to provide better outage performance than DT in
the finite SNR region. In addition, Prop-MF again exhibits
the best performance in most cases: As observed in Fig. 6(a),
Prop-MF provides a gain of about 2.5 dB in the average SNR
Ω over SC-AF and DT when b = 1, L = 2, ςsr

ςsd
= 0.2, and

EDo = −8 dB, at the cost of 2-bit feedback overhead.
In passing, we would like to note that, as in the conventional

relaying schemes [10], [11], [17]–[19], the rate R and power
α in the proposed scheme are determined once the average
SNR levels Ω = (Ωsd,Ωsr,Ωrd) (in which the effect of relay
position is incorporated inherently) of the channels are fixed.
When the average SNR levels change, R and α can be updated
with a look-up table installed, or with a numerical search based
on Ω fed back, where the feedback and updating rate is much
lower than that in the optimal scheme [21], [26] performing
resource allocation based on the instantaneous SNRs.

VII. CONCLUSION

When superposition coding is adopted for the transmission
of successive refinement layers in a relay network, we have
proposed three types of relay signals by exploiting the decod-
ing results at both the relay and destination nodes in the first
slot. We have analyzed the outage probability of the proposed
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Cw̃l
=

[
|hsd|2Psᾱl+1,L + σ2 hsdh

∗
rdG

D
qd,qr

√PsPrᾱl+1,qr

h∗
sdhrdG

D
qd,qr

√PsPrᾱl+1,qr |hrd|2
(
GD

qd,qr

)2 Prᾱl+1,qr + σ2

]
(57)

ηf,l =
αl

{
ᾱqr+1,L

ᾱqd+1,qr
γsdγrd +

γrd

ᾱqd+1,qr
+ γsd

}
ᾱl+1,qr

{
ᾱqr+1,L

ᾱqd+1,qr
γsdγrd +

γrd

ᾱqd+1,qr
+ γsd

}
+ ᾱqr+1,Lγsd + 1

(58)

Cw̃l
=

[|hsd|2Psᾱl+1,L + σ2 hsd(h
A
eq)

∗Psᾱl+1,L

h∗
sdh

A
eqPsᾱl+1,L |hA

eq|2Psᾱl+1,L + |hrd|2
(
GA

min(qd,qr)

)2
σ2 + σ2

]
(61)

ηf,l =
αl

{
γrdγsd + γrdγsr + ᾱmin(qd,qr)+1,Lγsrγsd + γsd

}
ᾱl+1,L

{
γrdγsd + γrdγsr + ᾱmin(qd,qr)+1,Lγsrγsd + γsd

}
+ γrd + ᾱmin(qd,qr)+1,Lγsr + 1

(62)

scheme, based upon which lower and upper bounds are derived
for the fast evaluation of the minimum expected distortion in
the finite SNR region and for the assessment of the asymptotic
behavior of the expected distortion in terms of the distortion
exponent, respectively. In investigating the distortion exponent
by deriving the successive decoding diversity gain of the
outage probability, we have also taken the relay location into
consideration.

The results from the asymptotic analysis have exhibited that
the difference in distortion exponents of the proposed and
conventional relaying schemes becomes larger as the number
L of layers increases, at the negligible cost of feedback
overhead of �log2(L+1)� bits for the proposed scheme, when
the relay is close to the source. In particular, the proposed
scheme can provide a distortion exponent of up to min(b, 2)
as L tends to infinity, while the corresponding values for the
conventional relaying and direct transmission are min

(
b
2 , 2

)
and min(b, 1), respectively, where b is the source-channel
mismatch factor.

In the finite SNR region, the proposed scheme can provide
additional SNR gain over the conventional schemes by sending
the relay signal more efficiently when the relay is close to
the source. Among the three types of the proposed scheme,
the type of selecting appropriately DF and AF relay signals
is observed to perform the best over a wide range of relay
locations.

APPENDIX I. DERIVATION OF FINAL EFFECTIVE SNRS

A. Prop-DF

For MRC at the destination, using z(n) for qd < qr shown
in (11), we can rewrite (4) as

yd,2(n) = hrdG
D
qd,qr

qr∑
l=qd+1

√Prαlxl(n) + wd,2(n). (53)

Assuming that layers up to l−1 are decoded successfully at the
destination and cancelled in the received signal (3) for v = d
and in the received signal (53), the signals to be combined for
decoding layer l can be expressed in a vector form as

ỹl(n) = h̃lxl(n) + w̃l(n), (54)

where h̃l =
[
hsd

√Psαl hrdG
D
qd,qr

√Prαl

]T
and

w̃l(n) =

⎡
⎢⎢⎣

hsd

L∑
m=l+1

√Psαmxm(n) + wd,1(n)

hrdG
D
qd,qr

qr∑
m=l+1

√Prαmxm(n) + wd,2(n)

⎤
⎥⎥⎦ . (55)

The final effective SNR is then obtained as [27]

ηf,l = h̃
H

l C−1
w̃l

h̃l, (56)

where Cw̃l
= E{w̃l(n)w̃

H
l (n)}. From (57) and (58) for l ∈

N
qr
qd+1, we have (12).

B. Prop-AF

With z(n) given in (14), we have

yd,2(n) = hA
eq

L∑
l=min(qd,qr)+1

√
Psαlxl(n) + w̃d,2(n), (59)

where hA
eq = hsrhrdG

A
min(qd,qr)

and w̃d,2(n) =

hrdG
A
min(qd,qr)

wd,1(n) + wd,2(n). Hence, for Prop-AF, we

again have (54), now with h̃l =
[
hsd

√Psαl hA
eq

√Psαl

]T
and

w̃l(n) =

⎡
⎢⎢⎣
hsd

L∑
m=l+1

√Psαmxm(n) + wd,1(n)

hA
eq

L∑
m=l+1

√Psαmxm(n) + w̃d,2(n)

⎤
⎥⎥⎦ . (60)

We thus have (61) and (62) for l ∈ N
L
qd+1, leading to (15).

APPENDIX II. UPPER BOUNDS ON PD
l,i(j), P

A
l,i∗ , AND PA

l,∗j
Since Φj,L(x) is a monotonically increasing concave func-

tion for x > 0, we have

Φj,L(x) ≤ min {ϕj,L(x; Γi,L), ϕj,L(x; Γi+1,L)} (63)

for Γi,L < x ≤ Γi+1,L, where ϕj,L(x; a) = Φ′
j,L(a)(x− a)+

Φj,L(a) is the tangent line to Φj,L(x) at x = a. From (28),
we then have an upper bound

P̆D
l,i(j) = P

[
Γi,L<γsd≤Γ+

j (i),
γrd

ᾱi+1,j
>Γl,j − ϕj,L(γsd,Γi,L)

αj

]
+P

[
Γ+
j (i)<γsd≤Γi+1,L,

γrd

ᾱi+1,j
>Γl,j − ϕj,L(γsd,Γi+1,L)

αj

]
, (64)
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P̆A
l,i∗ = P

[
Γi,L < γsd ≤ Γi+1,L, γsr > Γi+1,L, γsd + γsr > Γl,L, γsd +

γrd

ᾱi+1,L
> Γl,L

]
=
∫ τli
Γi,L

∫∞
Γl,L−x

∫∞
(Γl,L−x)ᾱi+1,L

1
ΩsdΩsrΩrd

e
−
(

x
Ωsd

+ y
Ωsr

+ z
Ωrd

)
dzdydx

+
∫ Γi+1,L

τli

∫∞
Γi+1,L

∫∞
(Γl,L−x)ᾱi+1,L

1
ΩsdΩsrΩrd

e
−
(

x
Ωsd

+ y
Ωsr

+ z
Ωrd

)
dzdydx

= 1
ζi2

g
(

ζi2Γi,L

Ωsd
, ζi2τli

Ωsd

)
g
(

Γl,L

Ωsr
+

ᾱi+1,LΓl,L

Ωrd
,∞

)
+ 1

ζi1
g
(

ζi1τli
Ωsd

,
ζi1Γi,L

Ωsd

)
g
(

Γi+1,L

Ωsr
+

ᾱi+1,LΓl,L

Ωrd
,∞

)
, (67)

P̆A
l,∗j = P

[
Γj,L < γsd ≤ Γl,L, Γj,L < γsr ≤ Γj+1,L, γsd + γsr > Γl,L, γsd + γrd

ᾱj+1,L
> Γl,L

]
= 1

ζj2
g
(

ζj2τlj1
Ωsd

,
ζj2τlj2
Ωsd

)
g
(

Γl,L

Ωsr
+

ᾱj+1,LΓl,L

Ωrd
,∞

)
− 1

ζj1
g
(

ζj1τlj1
Ωsd

,
ζj1τlj2
Ωsd

)
g
(

Γj+1,L

Ωsr
+

ᾱj+1,LΓl,L

Ωrd
,∞

)
+ 1

ζj1
g
(

ζj1τlj2
Ωsd

,
ζj1Γl,L

Ωsd

)
g
(

Γj,L

Ωsr
+

ᾱj+1,LΓl,L

Ωrd
,
Γj+1,L

Ωsr
+

ᾱj+1,LΓl,L

Ωrd

)
, (68)

on PD
l,i(j), where Γ+

j (i) is the solution x to
ϕj,L(x; Γi,L) = ϕj,L(x; Γi+1,L). When l > i, since
Φj,L(Γl,L) =

αjκl

αl−ᾱl+1,Lκl+ᾱj+1,Lκl
= αjΓl,j and

Φj,L(Γl,L) ≥ min {ϕj,L(x; Γi,L), ϕj,L(x; Γi+1,L)} for
Γi,L < x ≤ Γi+1,L, we have Γl,j − ϕj,L(x,Γi,L)

αj
≥ 0

for Γi,L < x ≤ Γ+
j (i) and Γl,j − ϕj,L(x,Γi+1,L)

αj
≥ 0 for

Γ+
j (i) < x ≤ Γi+1,L. Therefore, (64) can be rewritten

P̆D
l,i(j) =

∫ Γ+
j (i)

Γi,L

1
Ωsd

e
− x

Ωsd
− ᾱi+1,j{Φj,L(Γl,L)−ϕj,L(x;Γi,L)}

αjΩrd dx

+
∫ Γi+1,L

Γ+
j (i)

1
Ωsd

e
− x

Ωsd
− ᾱi+1,j{Φj,L(Γl,L)−ϕj,L(x;Γi+1,L)}

αjΩrd dx

= 1
ϑij0

g

(
ϑij0Γi,L

Ωsd
,
ϑij0Γ

+
j (i)

Ωsd

)
g (δlij0,∞)

+ 1
ϑij1

g

(
ϑij1Γ

+
j (i)

Ωsd
,
ϑij1Γi+1,L

Ωsd

)
g (δlij1,∞) , (65)

with Γl,j =
Φj,L(Γl,L)

αj
, where g(x, y) = e−x − e−y ,

ϑijn = 1 − Φ′
j,L(Γi+n,L)

ᾱi+1,j

αj

Ωsd

Ωrd
, and δlijn =

ᾱi+1,j

αjΩrd

{
Φj,L(Γl,L) + Φj,L(Γi+n,L)− Γi+n,LΦ

′
j,L(Γi+n,L)

}
for n = 0, 1.

Next, by applying the inequality

γsrγrd
γsrc+ γrd + 1

≤ min
(
γsr,

γrd
c

)
(66)

for c > 0 to (31), we can obtain an upper bound on PA
l,i∗ as

(67), where ζi1 = 1− ᾱi+1,L
Ωsd

Ωrd
, ζi2 = ζi1 − Ωsd

Ωsr
, and τli =

min {max(Γl,L − Γi+1,L,Γi,L),Γi+1,L}. Note that Γi,L ≤
τli ≤ Γi+1,L, and therefore, {γsr > Γi+1,L} ∩ {γsd + γsr >
Γl,L} = {γsd+γsr > Γl,L} when γsd ∈ [Γi,L, τli], and {γsr >
Γi+1,L} ∩ {γsd + γsr > Γl,L} = {γsr > Γi+1,L} when γsd ∈
[τli,Γi+1,L]. An upper bound on PA

l,∗j can next be obtained in
a similar way as (68), where τlj1 = max(Γl,L−Γj+1,L,Γj,L)
and τlj2 = max(Γl,L − Γj,L,Γj,L).

APPENDIX III. PROOF OF THEOREM 1

Let us first derive upper bounds on the outage probability
Pout,l using

P[X + Y > c] ≥ P[X ≤ c, Y > c] + P[X > c] (69)

for nonnegative random variables X and Y and a positive
constant c. For DF signals, let us obtain a lower bound P̃D

l,i(j)

on PD
l,i(j) shown in (28), in order to obtain an upper bound

on Pout,l shown in (29). Applying (69) with X =
Φj,L(γsd)

αj

and Y = γrd

ᾱi+1,j
in (28), we have

P̃D
l,i(j)= P [Ed,i ∩ {Φj,L(γsd) ≤ αjΓl,j , γrd > ᾱi+1,jΓl,j}]

+P [Ed,i ∩ {Φj,L(γsd) > αjΓl,j}] . (70)

Since {Φj,L(γsd) ≤ αjΓl,j} = {γsd ≤ Γl,L} and
{Φj,L(γsd) > αjΓl,j} = {γsd > Γl,L} from αjΓl,j =
Φj,L(Γl,L), ᾱi+1,j ≈ ᾱi+1,L, and Γl,j ≈ Γl,L in the high
SNR region as observed in (44), we can derive (70) as

P̃D
l,i(j) = P [Ed,i ∩ {γsd ≤ Γl, γrd > ᾱi+1,jΓl,j}]

≈ g
(

Γi,L

Ωsd
,
Γi+1,L

Ωsd

)
g
(

ᾱi+1,LΓl,L

Ωrd
,∞

)
. (71)

For AF signals, lower bounds P̃A
l,i∗ and P̃A

l,∗j on (31) and
(33), respectively, can be obtained by setting X = γsd and
Y = γsrγrd

ᾱi+1,Lγsr+γrd+1 in (69) and then applying

γsrγrd
γsrc+ γrd + 1

≥ 1

2
min

(
γsr,

γrd − 1

c

)
(72)

for c > 0. Specifically, we get

P̃A
l,i∗ = P [Γi,L < γsd ≤ Γi+1,L, γsr > Γi+1,L,

γsd ≤ Γl,L,
1
2 min

(
γsr,

γrd−1
ᾱi+1,L

)
> Γl,L

]
= g

(
Γi,L

Ωsd
,
Γi+1,L

Ωsd

)
g
(

2Γl,L

Ωsr
+

2ᾱi+1,LΓl,L+1
Ωrd

,∞
)

(73)

and

P̃A
l,∗j = P

[
Γj,L < γsd ≤ Γl,L, Γj,L < γsr ≤ Γj+1,L,

γsd ≤ Γl,L,
1
2 min

(
γsr,

γrd−1
ᾱj+1,L

)
> Γl,L

]
= 0.(74)
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With the lower bounds (71), (73), and (74), the outage
probabilities (29), (34), and (35) of Prop-DF, Prop-AF, and
Prop-MF can be approximated in the high SNR region as

Pout,l ≈ 1− e
−Γl,L

Ωsd

−
l−1∑
i=0

g
(

Γi,L

Ωsd
,
Γi+1,L

Ωsd

)
g
(

μΓl,L

Ωsr
+

μᾱi+1,LΓl,L

Ωrd
,∞

)
,(75)

where μ = 1 or 2. When Ωsd = Ω, Ωsr = ρ1Ω, and Ωrd =
ρ2Ω, if we consider only the dominant terms in the Taylor
series expansion of (75) in the high SNR region, we get

Pout,l ≈ μΓ2
l,L

ρ1Ω2 +
l−1∑
i=0

μᾱi+1,LΓi+1,LΓl,L

ρ2Ω2

≈ μ
ρ1
Ω

2εl−1−2+4
l∑

m=1
rm
+ μ

ρ2

l∑
i=1

Ω
εl−1−2+2ri+2

l∑
m=1

rm
, (76)

where all possible candidates for the lowest power of Ω−1 are
preserved, since the dominant term varies depending on the
multiplexing gain vector r and (ρ1, ρ2).

When ςsr → ςsd (i.e., ρ1 → 1 and ρ2 � ρ1), the first term
in (76) dominates, leading to the successive decoding diversity

gain dl(r) = 2− 4
l∑

m=1
rm− 2εl−1. When ςsr → 0 (i.e., ρ1 �

ρ2 and ρ2 → 1), on the other hand, the second term in (76)

dominates, leading to dl(r) = 2−2 max
1≤i≤l

ri−2
l∑

m=1
rm−εl−1.

Letting εl−1 → 0, we get (45).

APPENDIX IV. PROOF OF THEOREM 2

With the SDDG for ςsr → ςsd given in (45), we have

Δl = 2 − (4 − b)
l−1∑
m=1

rm − 4rl for l ∈ N
L
1 and ΔL+1 =

b
L∑

m=1
rm. It is easy to see that {Δl}Ll=1 are active1 in the

feasible set F = {r : r ≥ 0} since Δl+1 −Δl = brl − 4rl+1

for l ∈ N
L−1
1 and ΔL+1 − ΔL = brL + 4

L∑
m=1

rm − 2.

Now, when l ∈ N
L
1 , Δl is a decreasing function of rl while

ΔL+1 is an increasing function of rl. Hence, to maximize
min

(
{Δl}L+1

l=1

)
, rl should satisfy Δl = ΔL+1 for l ∈ N

L
1 .

The solution of such L equations is given by rl =
(
b
4

)l−1
r1

for l ∈ N
L
2 and r1 =

{
2

L∑
m=0

(
b
4

)m}−1

, leading to (47).

APPENDIX V. PROOF OF THEOREM 3

With the SDDG for ςsr → 0 given in (45), we have

Δl = 2 − 2max
i∈Nl

1

ri − (2 − b)
l−1∑
m=1

rm − 2rl for l ∈ N
L
1

and ΔL+1 = b
L∑

m=1
rm. To solve the optimization problem

(46), we first subdivide the set F = {r : r ≥ 0} as

F =
L⋃

s=1
F(s), where F(s) = {r : r ≥ 0, rs ≥ rl, l ∈ N

L
1 }.

Let us next find the solutions Δ(s) = max
r∈F(s)

min
l∈N

L+1
1

Δl and

1If there is any Δj , j �= l such that Δj ≤ Δl for all possible values of
r ∈ S , Δl is called inactive in the set S . Otherwise, Δl is called active in
the set S .

r(s) = [r1(s) r2(s) · · · rL(s)] = arg max
r∈F(s)

min
l∈N

L+1
1

Δl for

each subset F(s).
When r ∈ F(s), we can rewrite Δl as

Δl =

⎧⎪⎪⎨
⎪⎪⎩
2− 2ri(l) − (2− b)

l−1∑
m=1

rm − 2rl, l ∈ N
s−1
1 ,

2− 2rs − (2− b)
l−1∑
m=1

rm − 2rl, l ∈ N
L
s ,

(77)

where rs = max
l∈NL

1

rl and i(l) = arg max
m∈Nl

1

rm. Note that, since

max
m∈Nl

1

rm = max(ri(l−1), rl), we have i(1) = 1, i(s) = s, and

i(l) = l or i(l − 1) for l ∈ N
s−1
2 . Observe from (77) that

Δl can be inactive for some b in F(s): We will obtain Δ(s)
and r(s), and then, Δ = max

s∈NL
1

Δ(s) in three distinct cases as

follows:

Case 1: 0 < b < 2

When l ∈ N
s−1
1 , we have Δl − Δs = 4rs − 2rl −

2ri(l) + (2 − b)
s−1∑
m=l

rm ≥ 0 since rs ≥ rl and 0 < b < 2.

Therefore, {Δl}s−1
l=1 are inactive in F(s). When l ∈ N

L
s+1,

the difference Δl − Δs = −2rl + 2rs + (b − 2)
l−1∑
m=s

rm

can be either nonnegative or negative in F(s): For example,
Δl − Δs = brs ≥ 0 if rm = 0 for m ∈ N

l
s+1, and

Δl −Δs = (b − 2)(l − s)rs ≤ 0 if rm = rs for m ∈ N
l
s+1.

Similarly, for l1, l2 ∈ N
L
s+1 and l1 < l2, the difference

Δl2 − Δl1 = −2(rl2 − rl1) − (2 − b)
l2−1∑
m=l1

rm can be either

nonnegative or negative in F(s). In addition, when l ∈ N
L
s , we

have ΔL+1−Δl = b
L∑

m=l

rm+2
l∑

m=1
rm+2rs−2, which can

also be either nonnegative or negative. Therefore, the {Δl}L+1
l=s

are active in F(s) for 0 < b < 2, with which the optimization
problem (46) can be restated as

Δ(s) = max
{r:rs≥rl≥0}

min(Δs,Δs+1, · · · ,ΔL,ΔL+1). (78)

Here, the optimal rl should satisfy Δl = ΔL+1 for l ∈ N
L
s ,

since Δl is a decreasing function of rl for l ∈ N
L
s , while

ΔL+1 is an increasing function of rl. Now, ΔL+1 = b
L∑

l=1

rl

can be maximized in F(s) when rl = rs for l ∈ N
s−1
1 , since

rs ≥ rl. Thus, from (77), the solution of (78) is given by

Δ(s) = 2− {2 + b+ (2 − b)s}rs(s)
= 2− 2 + b+ (2− b)s

1 + s+
L−s+1∑
m=1

(
b
2

)m (79)

with

rl(s) =

⎧⎪⎨
⎪⎩

{
1 + s+

L−s+1∑
m=1

(
b
2

)m}−1

, l ∈ N
s
1,(

b
2

)l−s
r1(s), l ∈ N

L
s+1.

(80)

We now obtain the solution Δ = max
s∈NL

1

Δ(s) in F . Let

Δ(s + 1) − Δ(s) = A(s)
B(s)B(s+1) , where A(s) = b −
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{2 + (2 − b)s} ( b2)L−s+1
and B(s) = 1 + s +

L−s+1∑
l=1

(
b
2

)l
.

Observe that Δ(s+ 1)−Δ(s) is a monotonically decreasing
function of s for s ∈ N

L−1
1 when 0 < b < 2, since A(s) is a

decreasing function of s and B(s) is an increasing function of
s, since A(s+1)−A(s) =

(
b
2 − 1

) (
b
2

)L−s {4+(2−b)s} < 0

and B(s + 1) − B(s) = 1 − (
b
2

)L−s+1
> 0 for s ∈ N

L−1
1 .

Thus, if A(so) > 0 for s0 ∈ N
L−1
1 , we have Δ(s) < Δ(so+1)

for s ∈ N
so
1 , and we have Δ(s) < Δ(so) for s ∈ N

L
so+1 if

A(so) < 0 for s0 ∈ N
L−1
1 . The optimal value Δ = Δ(s∗)

is then obtained when s∗ = L if A(L − 1) > 0 and
s∗ = min

{s∈N
L−1
1 : A(s)<0}

s if A(L− 1) ≤ 0, which is equivalent

to (49).

Case 2: b = 2

If b = 2, (77) becomes Δl = 2− 2ri(l) − 2rl for l ∈ N
s−1
1

and Δl = 2 − 2rs − 2rl for l ∈ N
L
s . Therefore, Δs −Δl =

2ri(l) + 2rl − 4rs for l ∈ N
s−1
1 and Δs −Δl = 2rl − 2rs for

l ∈ N
L
s+1, resulting in Δs ≤ Δl for all l ∈ N

L
1 , since rs ≥

rl for all l ∈ N
L
1 . The optimization problem then becomes

Δ(s) = max
{r:rs≥rl≥0}

min(Δs,ΔL+1), for which the solution

occurs when Δs = ΔL+1 and r1 = r2 = · · · = rL from the
same reasoning as that for 0 < b < 2: In essence, the solution
for b = 2 is given by

Δ(s) = 2− 4rs(s) = 2− 4
2+L (81)

with rl(s) = 1
2+L for l ∈ N

L
1 . Thus, the solution Δ =

max
s∈NL

1

Δ(s) in F is Δ = 2− 4
2+L .

Case 3: b > 2

We first observe that {Δl}Ll=s+1 are inactive in F(s), since

Δl−Δs = 2(rs − rl)+ (b− 2)
l−1∑
m=s

rm > 0 from rs ≥ rl > 0

and b > 2. Then, the optimization problem when b > 2 is
restated as

Δ(s) = max
{r:rs≥rl≥0}

min(Δ1,Δ2, · · · ,Δs,ΔL+1). (82)

Next observe that ΔL+1 is active with {Δl}sl=1 in F(s), since

the difference ΔL+1−Δl = b
L∑

m=l

rm +2
l∑

m=1
rm+2ri(l) − 2

can be either nonnegative or negative regardless of the value
of i(l) for l ∈ N

s
1 if b > 2. On the other hand, the activeness

of {Δl}sl=1 depends on the values of {i(l)}s−1
l=2 . We thus

have to investigate the activeness of {Δl}sl=1 for all possible
cases of {i(l)}s−1

l=2 and derive the solution in each case. To
facilitate this, define Is = {l : i(l) = l, 1 ≤ l ≤ s} and
its complement Īs = N

s
1 − Is: Note that {1, s} ⊆ Is ⊆ N

s
1

since i(1) = arg max
m∈N1

1

rm = 1 and i(s) = arg max
m∈Ns

1

rm = s.

For notational convenience, arrange the elements of Is as
Is = {k1, k2, · · · , k|Is|}, where k1 = 1, k|Is| = s, and
km < km+1 with |Is| the cardinality of Is. In fact, F(s)
can be partitioned with all possible cases of Is. For example,
Is = N

s
1 corresponds to the case r1 < r2 < · · · < rs while

Is = {1, s} corresponds to the case rs ≥ r1 ≥ rl for all
l ∈ N

s−1
2 .

Let FIs(s) be the set of r in F(s) leading to Is:
Specifically, FIs(s) = F(s) ∩ {r : max

m∈Nl
1

rm =

rl if l ∈ Is, max
m∈Nl

1

rm = max
m∈N

l−1
1

rm if l ∈ Īs}. By partitioning

F(s) into {FIs(s), ∀ Is}, we can obtain the solution when
b > 2 as follows:

Lemma 1: When b > 2, Δl is active (inactive) in FIs(s)
if l ∈ Is (if l ∈ Īs).

Proof: Consider l ∈ Īs such that ki < l < ki+1 for i ∈
N

|Is|−1
1 . Then, Δl −Δki = 2(rki − rl)+ (b− 2)

l−1∑
m=ki

rm > 0

since rki ≥ rl and b > 2. Hence, Δl for l ∈ Īs is inactive in
FIs(s). On the other hand, when ki < kj , the difference Δkj−
Δki = 4(rki −rkj )+(b−2)

kj−1∑
m=ki

rm can be either negative or

positive from the following observations (O1) and (O2): (O1)
Since Δkj −Δki ≤ 4(rkj−1 −rkj )+(b−2)(kj−ki)rkj−1 , we

have Δkj −Δki < 0 if rkj >
{
1 +

(b−2)(kj−ki)
4

}
rkj−1 . (O2)

Since Δkj −Δki ≥ 4(rki − rkj )+ (b− 2)rki , we have Δkj −
Δki > 0 if rkj <

(
1 + b−2

4

)
rki . Since we can always find

an r in FIs(s) with either rkj >
{
1 +

(b−2)(kj−ki)
4

}
rkj−1 or

rkj <
(
1 + b−2

4

)
rki , Δl for l ∈ Is is active in FIs(s). �

Lemma 2: The optimization problem ΔIs(s) =
max

r∈FIs(s)
min(Δ1,Δ2, · · · ,Δs,ΔL+1) in partition FIs(s) for

b > 2 has the solution

ΔIs(s) = 2− 4r1,Is(s) (83)

with

r1,Is(s) = 2

{
4 + b

s∑
m=1

βm + b(L− s)βs

}−1

, (84)

rl,Is(s) = βlr1,Is(s) for l ∈ N
s−1
2 , and rl,Is(s) = βsr1,Is(s)

for l ∈ N
L
s . Here, β1 = 1 and

βl = βkm (85)

for l ∈ N
km+1−1
km

with βkm =
m−1∏
i=1

{
1− (2−b)(ki+1−ki)

4

}
for

m ∈ N
|Is|
2 .

Proof: From Lemma 1, the optimal solution occurs when Δl =
ΔL+1 for l ∈ Is, rl = rkm for l ∈ N

km+1−1
km

, and rl = rs
for l ∈ N

L
s+1. Now, from Δkm+1 = Δkm , we have rkm+1 ={

1− (2−b)(km+1−km)
4

}
rkm so that rkm = βkmr1 with βkm =

m−1∏
i=1

{
1− (2−b)(ki+1−ki)

4

}
. Since rl = rkm for l ∈ N

km+1−1
km

,

we have rl = βlr1 with βl = βkm for l ∈ N
km+1−1
km

. In
addition, from rl = rs for l ∈ N

L
s+1, we have rl = βsr1 for

l ∈ N
L
s+1. By solving Δ1 = ΔL+1, i.e., 2− 4r1 = b

L∑
m=1

rm,

we will get (84), leading to (83) from Δ1 = 2− 4r1. �
Lemma 3: The solution of Δ(s) = max

Is

ΔIs(s) for b > 2

is obtained with Is = N
s
1 as

Δ(s) = 2− 4r1(s) (86)

with

r1(s) = 2

{
4 + b

s∑
m=1

(
b+2
4

)m−1
+ b(L− s)

(
b+2
4

)s−1
}−1

,(87)
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rl(s) =
(
b+2
4

)l−1
r1(s) if l ∈ N

s−1
2 , and rl(s) =(

b+2
4

)s−1
r1(s) if l ∈ N

L
s .

Proof: If Is = N
s
1, we have kl = l for l ∈ N

s
1 in (85), and

consequently, βl =
(
2+b
4

)l−1
= β�

l . With β�
l , (83) and (84)

become (86) and (87), respectively. We now prove β�
l ≥ βl

for all possible βl given in (85) via induction. First, it is clear
β�
1 ≥ β1 since β�

1 = β1 = 1. Next, assume that β�
l ≥ βl

for l ∈ N
km
2 . Then, we have β�

l ≥ βl for l ∈ N
km+1−1
km+1

since β�
l =

(
2+b
4

)l−km
β�
km

, βl = βkm , and
(
2+b
4

)l−km
> 1

for b > 2. In addition, β�
km+1

≥ βkm+1 since β�
km+1

=(
2+b
4

)km+1−km
β�
km

, βkm+1 =
{
1− (2−b)(km+1−km)

4

}
βkm ,

and
(
1− 2−b

4

)km+1−km
>
{
1− (2−b)(km+1−km)

4

}
, where we

have used (1 + x)n ≥ (1 + nx) for x > 0 and any positive
integer n. Therefore, β�

l ≥ βl for l ∈ N
s
1. It is then straight-

forward that r1(s) = 2

{
4 + b

s∑
m=1

β�
m + b(L− s)β�

s

}−1

≤

r1,Is(s) = 2

{
4 + b

s∑
m=1

βm + b(L− s)βs

}−1

and thus

Δ(s) ≥ ΔIs(s). �
Now, r1(s) in (87) is a decreasing function

of s since 1
r1(s+1) − 1

r1(s)
= (L − s) b(b−2)

8(
b+2
4

)s−1
> 0 for s < L. Thus, Δ(s) = 2 − 4r1(s)

is maximum at s = L, resulting in Δ = max
s∈NL

1

Δ(s) =

2 − 4r1(L) = 2 − 2

{
1 + b

4

L∑
m=1

(
b+2
4

)m−1
}−1

from (86)

and (87).

APPENDIX VI. ANALYSIS ON SC-DF [10] AND

SC-AF [11]

SC-DF with relay signal (7) has ηf,l = Φl,L(γsd) if
l ∈ N

L
qr+1 and ηf,l = Φl,qr(λ

C
qr) if l ∈ N

qr
1 , where

λC
j =

Φj,L(γsd)
αj

+ γrd

ᾱ1,j
. Following the approach used for Prop-

DF, we have an upper bound

P̆CD
out,l = g

(
0,

Γl,L

Ωsd

)

·
{
1−

L∑
j=l

g
(

Γj,L

Ωsr
,
Γj+1,L

Ωsr

)
g
(

ᾱ1,jΓl,j

Ωrd
,∞

)}
(88)

on Pout,l for SC-DF. In the high SNR region, where ᾱ1,j ≈ 1

and Γl,j ≈ Ω
2

l∑
m=1

rm+εl−1

, we have

P̆CD
out,l ≈ Γ2

l

ΩsdΩsr
+

Γ2
l

ΩsdΩrd

≈
(

1
ρ1

+ 1
ρ2

)
Ω

2εl−1−2+4
l∑

m=1
rm

. (89)

Similarly, SC-AF with relay signal (8) has ηf,l =

Φl,L

(
γsd + γsrγrd

γsr+γrd+1

)
, and an upper bound

P̆CA
out,l = g

(
0,

Γl,L

Ωsd

)
g
(

2Γl,L

Ωsr
+

2Γl,L+1
Ωrd

,∞
)

(90)

on Pout,l for SC-AF can be obtained by following the ap-
proach used for Prop-AF: In the high SNR region, (90)
becomes

P̆CA
out,l ≈

(
2
ρ1

+ 2
ρ2

)
Ω

2εl−1−2+4
l∑

m=1
rm

. (91)

From (89) and (91), it is clear that SC-DF and SC-AF have

dl(r) = 2− 4
l∑

m=1
rm − 2εl−1, identical to (45) for ςsr → ςsd

with εl−1 → 0, irrespective of relay location. Consequently,
the distortion exponent of SC-DF and SC-AF is also given by
(47).

REFERENCES

[1] J. N. Laneman and G. W. Wornell, “Distributed space-time coded
protocols for exploiting cooperative diversity in wireless networks,” IEEE
Trans. Inf. Theory, vol. 49, no. 10, pp. 2415–2525, Oct. 2003.

[2] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperation diversity—
part I: system description,” IEEE Trans. Commun., vol. 51, no. 11, pp.
1927–1938, Nov. 2003.

[3] J. N. Laneman, D. N. C. Tse, and G. W. Wornell, “Cooperative diversity in
wireless networks: efficient protocols and outage behavior,” IEEE Trans.
Inf. Theory, vol. 50, no. 12, pp. 3062–3080, Dec. 2004.

[4] A. Beltsas, A. Khisti, D. P. Reed, and A. Lippman, “A simple cooperative
diversity method based on network path selection,” IEEE J. Sel. Areas
Commun., vol. 24, no. 3, pp. 659–672, Mar. 2006.

[5] B. Baura, H. Q. Ngo, and H. Shin, “On the SEP of cooperative diversity
with opportunistic relaying,” IEEE Commun. Lett., vol. 12, no. 10, pp.
727–729, Oct. 2008.

[6] S. Berger, M. Kuhn, A. Wittneben, T. Unger, and A. Klein, “Recent
advances in amplify-and-forward two-hop relaying,” IEEE Commun.
Mag., vol. 47, no. 7, pp. 50–56, July 2009.

[7] M. van der Schaar and S. Shankar N, “Cross-layer wireless multimedia
transmission: challenges, principles, and new paradigms,” IEEE Wireless
Commun. Mag., vol. 12, no. 4, pp. 50–58, Aug. 2005.

[8] J. N. Laneman, E. Martinian, G. W. Wornell, and J. G. Apostolopoulos,
“Source-channel diversity for parallel channels,” IEEE Trans. Inf. Theory,
vol. 51, no. 10, pp. 3518–3539, Oct. 2005.

[9] Y. S. Chan, P. C. Cosman, L. B. Milstein, “A cross-layer diversity
technique for multicarrier OFDM multimedia networks,” IEEE Trans.
Mult. Networks, vol. 15, no. 4, pp. 833–847, Apr. 2006.

[10] M. Yuksel and E. Erkip, “Broadcast strategies for the fading relay
channel,” in Proc. 2004 IEEE Mil. Comm. Conf., vol. 2, pp. 1060–1065.
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