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Abstract: Digital watermarking algorithms for stereo 

image and video have been simple extensions of 

monoscopic watermarking methods to two views, and 

have not considered the aspects of the human visual 

system which are particular to stereo perception.  One 

key aspect is binocular suppression, which says that high 

quality image data (for example with sharp edges) 

presented to one eye can suppress low quality 

information (for example, blurriness) which is 

simultaneously presented to the other eye, so that the 

combined subjective visual effect is one of high quality.  

We exploit this phenomenon by inserting watermark bits 

into different portions of the left and right image views, 

so that high quality in a region on one view suppresses 

the visibility of the watermark in the corresponding 

region of the other view.  Tests with human observers 

confirm the visual superiority of the approach. 

Keywords: Binocular suppression; Digital watermarking; 

Imperceptibility; Visual masking model 

1  Introduction 

Image and video copyright protection is an important 

area of content security. Overall, digital watermarking 

for 3D is not as mature as that for 2D media. Existing 

monocular watermarking methods are often extended 

directly to stereo images.  

For 3D images, existing techniques are either view-based 

[1]-[8] or disparity-based [9]-[16]. Hwang et al. proposed 

to embed a watermark image into the right view [1]. 

Disparity information is extracted from both the left 

image and the watermarked right image using a matching 

algorithm. The left image and disparity information are 

transmitted to the receiver, where the watermarked right 

image is reconstructed from the received left image and 

disparity data through adaptive matching. A watermark 

image is finally extracted from this reconstructed right 

image, thus watermark extraction performance highly 

depends on the disparity-matching algorithm. In [2], a 

watermark pattern is warped for each view of the multi-

view source video, and embedded to the texture maps of 

those views in the spatial domain. Niu et al. presented a 

visual sensitivity model based method for watermarking 

high definition stereo images in the DCT domain and 

focus on achieving the embedded watermark of stereo 

images in a more robust and invisible manner [3]. A 

stereo image watermarking method was presented based 

on the concept of smooth and non-smooth blocks [4], 

intra-relationship and inter-relationship [5]. In the model 

presented in [6], watermarks are embedded in left and 

right images of a video frame in the transform domain, 

which significantly improves the watermark robustness 

against resolution and coding attacks. Koz et al. 

embedded the watermark into every frame of multiple 

views by exploiting monoscopic spatial masking 

properties of the Human Visual System (HVS) [7]. Since 

similar blocks usually have the same change trend when 

two viewpoints are under the same attack, a watermark is 

embedded in similar areas of each view selected by 

global disparity [8].  

The second kind of stereo image watermarking is 

disparity-based. Zhang et al. proposed that if embedding 

a watermark into disparity vectors, the quality of the 

base-layer reconstructed image would not be affected, 

and both watermark embedding and watermark 

extraction could be implemented in the compressed 

domain [9]. The watermarking scheme proposed in [10] 

relied on a depth map and used the quantization index 

modulation method to embed the watermark. Zhu et al. 

exploited the depth image to choose foreground blocks to 

embed the watermark since pixels in this kind of object 

are more probably to be preserved in the warping, 

therefore the watermark could also be preserved well. 

[11]. A proper embedding order plays an important role 

in watermarking Depth-Image-Based Rendering (DIBR) 

3D images [12]. The blind watermarking scheme in [12] 

is robust against JPEG compression and noise adding 

attacks and could also tolerate large range variations of 

the depth image during rendering.  In [13], the depth 

perceptual region of interest was defined according to the 

3D depth sensation of the HVS. The fact that objects 

shift only horizontally when the center view is rendered 

from the left and right views led to a stereoscopic 

watermarking approach that moves the mean of a 

horizontal noise histogram [14]. This method is expected 

to survive 2D-3D conversion under various depth 

conditions. Reference [15] presented both view-based 

and disparity-based watermarking schemes to trade 

between transparency and robustness using hybrid 

methods (e.g. the IProtect method [16]). 

Digital watermarking technology could also be used in 

stereo coding systems for compression. The disparity 

obtained from the stereo pair is embedded as a 

watermark into one image of the stereo pair, and only the 
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watermarked image is transmitted [17]. This disparity 

image is also used as a watermark and embedded into the 

left stereo image based on modifying singular value 

decomposition [18], or  various transforms (Arnold 

transform [19], fractional Fourier transform [20], DCT 

[21]). 

One of the most important performance criteria in digital 

image watermarking is imperceptibility. The embedded 

watermark should be invisible to normal observers. 

However, some of the 3D watermarking schemes listed 

above did not pay more attention on this aspect, while the 

others all tended to directly use HVS visual masking 

models for 2D images and video. According to binocular 

suppression (BS) theory, the HVS is insensitive to spatial 

errors that occur in only one view [22]. This explains the 

ability of the HVS to compensate for missing 

information and suppress errors that occur in a single 

view, while it obtains the necessary information from the 

other view.  BS theory has spurred interest in asymmetric 

compression.  For example, when one view of a video 

was coded at high quality (40dB) and the other view at 

lower quality (33dB), the resultant stereo video was 

indistinguishable from the case where both views of the 

video were coded at 40dB [23]. In this paper, we propose 

a visual masking model based on BS in order to enable 

better imperceptibility in stereo image watermarking.  

The rest of the paper is organized as follows. In Section 

II, we introduce binocular suppression for a visual 

masking model. Section III provides experiments and 

results to test the effect of BS in a stereo watermarking 

system and Section IV concludes the paper. 

2  Binocular suppression based visual 

masking 

We begin with a monoscopic visual masking model. The 

JND (Just Noticeable Difference) value indicates the 

highest imperceptible threshold for an image, such that 

watermark insertion with that embedding intensity would 

be transparent. The basic characteristics of the HVS 

include frequency sensitivity, luminance masking, 

contrast masking and texture masking. A visual masking 

model was originated in [24] for use in compression. 

This was adapted to watermarking in [25]. We use the 

model from [25] in this letter with a small modification 

to the window size in equation (5) as we did in [26]. 

 JNDl
θ(i, j)  denotes the JND value of the monoscopic 

image. After a Discrete Wavelet Transform (DWT), it is 

computed as the product of three terms depending on 

orientation θ, resolution level l, and location (i, j): 

JNDl
θ(i, j) = 0.5 ∙ Frq(l, θ) ∙ Lum(l, i, j) ∙ Tex(l, i, j)0.2  (1) 

Frq(l, θ) and Lum(l, i, j) denote frequency sensitivity and 

luminance masking of the monoscopic image, 

respectively: 

 𝐹𝑟𝑞(𝑙, 𝜃) = {√2 𝑖𝑓 𝜃 = 𝐻𝐻
1 𝑜𝑡ℎ𝑒𝑟𝑠

} ∙ {

1.00 𝑖𝑓 𝑙 = 1
0.32 𝑖𝑓 𝑙 = 2

0.16 𝑖𝑓 𝑙 = 3
}   (2) 

Lum(l, i, j) = {
2 − L(l, i, j) if L(l, i, j) < 0.5 

1 + L(l, i, j) others
       (3) 

L(l, i, j) =
1

256
Il

LL(i, j)                             (4) 

The third term Tex(l, i, j) measures the texture activity in 

the neighborhood of a coefficient: 

Tex(l, i, j) 

= ∑
1

16k
∑ ∑ ∑ [Ik+l

θ (y +
i
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j
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)]
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            × Var{Il
LL(i, j)}                                                    (5) 

Here Var{Il
LL(i, j)} is the local variance of the sub-band 

in a neighborhood (a 5 × 5  window in our model) 

corresponding to the location (i, j).  

This monoscopic visual masking model could be applied 

to just one image in a stereo pair, but this is undesirable 

because then one view is not copyright protected. The 

model could alternatively be applied independently to 

each view in the pair. However, the views are highly 

correlated and the monoscopic model applied 

independently will tend to choose many of the same 

locations in the two views for embedding watermark bits, 

potentially degrading quality. We aim to exploit BS using 

this model modulated by opposite checkerboards, which 

will allow high quality un-watermarked portions of one 

view to suppress the visible watermark in the 

corresponding regions of the other view. The black and 

white regions of a checkerboard pattern portray the 

watermark embedding areas for the left and right images, 

respectively. 

In order to choose the size of blocks in the checkerboard, 

we consider spatial zones of binocular rivalry. These 

regions where one view dominates depend upon many 

factors such as spatial frequency and size [27, 28]. 

Observing stereo images on a 47″ LG 3D TV at a 

distance of about 74″ using the side-by-side rendering 

mode (the size of one view is 960×1080), we visually 

tested block sizes of 2×3, 4×9, 8×15, and 15×27 in 

the HL2 sub-band and found that 4×9 produced the best 

visual quality. Fig. 1(a) shows the original left and right 

views. Fig. 1(b) shows the JND values in the HL2 sub-

band without BS. Both views have similar embedding 

positions. Fig. 2(c) shows the embedding positions in the 

HL2 sub-band with BS; here the JND values have been 

modulated by a checkerboard pattern. If the processing 

conditions were appropriate for BS to be effective, then 

this would mean that in each small spatial zone of 

binocular rivalry, the high quality in the un-watermarked 

view would suppress the watermark in the corresponding 

zone of the other view. 
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(b)  

 

 (c) 

Figure 1 (a) original images (b) JND images without BS (c) 

JND images with BS 

3  Experiments and results 

Watermarking performance contains three aspects: 

watermark capacity (number of embedding bits), 

imperceptibility, and robustness (Bit Error Rate (BER) of 

the watermark bits extracted after attacks). The 

imperceptibility of two schemes (Scheme A is based on 

our proposed model and scheme B is based on the model 

in [25]) was compared under the same number of 

embedding bits and similar BER through subjective 

quality assessment. 

3.1 Test platform 

The effect that the proposed visual masking model has on 

imperceptibility was tested through the watermarking 

system of [26]. We refer to the watermark generator, the 

embedding strategy, and the extracting strategy in [26]. 

Both left and right view will be embedded with 

watermarks. The watermarking embedding strength is 

modulated by JND values from our visual masking 

model based on BS, as shown in Fig.2. 

Ten original stereo images used for the experiment 

(shown in Fig. 3) have different characteristics and 

complexities [29]. They are all 8-bit grayscale, JPEG 

format, with size 1920 x 1080. The copyright image used 

for watermarking (shown in Fig. 4) is 64 x 64 bits.  

 

Figure 3 Original Stereo Images 

            

Figure 4 Copyright Image 

 

Figure 2 The digital watermarking testing platform 
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3.2 Parameter setting 

The watermark embedding algorithm of [26] uses a 

modulating factor α  which controls the embedding 

strength, and it controls the trade-off between 

perceptibility of the watermark and robustness to attack 

(The larger the strength is, the worse quality and the 

higher robustness it has).  We adjust α so that the two 

schemes under comparison have similar robustness, and 

then we conduct a visual experiment to evaluate 

perceptibility.  Also, α  was set slightly high to 

deliberately increase visibility of the watermark. If 

watermarks were within the imperceptible range, subjects 

in the quality assessment experiment discussed later 

would not have detected any differences. When αBS=3.5 

and αNonBS =3 for the model with BS and the model 

without BS, respectively, the average BER difference is 

0.07%. Stirmark 4.0 was used for the robustness 

assessment, choosing JPEG compression and additive 

noise attacks, each with 10 different levels of attacking 

intensity. Therefore, 10 stereo images will have 200 

BERs after attacks. In Fig. 5, the y-axis shows the BER 

difference (Scheme B – Scheme A) for an image 

subjected to an attack. The x-axis shows the index of the 

image/attack pairs, where they have been sorted in 

descending order of BER value. All BER differences are 

between -5% and +5%, and the mean and median values 

are positive, indicating scheme A has lower BER and is 

slightly more robust. As will be shown in the next 

section, scheme A is perceptually much better. 

 

Figure 5   BER Differences for Left Image 

3.3 Visual quality assessment 

For subjective perception assessment, 17 observers rated 

the quality of watermarked image pairs created from the 

10 images in Fig. 3. In each pair, one stereo image was 

watermarked with BS and the other was watermarked 

without BS. Pairs were shown in random order, and 

which scheme was shown first for each pair was also 

randomized separately for each subject. Visual quality 

grading was on a discrete scale from ‘-2’ to ‘2’. Scores of 

‘+2’ or ‘+1’ meant the image seen first was much better 

or slightly better quality, respectively, than the image 

seen second. Scores of ‘-2’ and ‘-1’ meant the reverse, 

and ‘0’ meant there was no difference. The subject was 

allowed to toggle back and forth until they could reach a 

decision. If the BS-based model was observed second, 

these raw scores were converted to final data values by 

flipping the sign; otherwise, the raw score equals the final 

data value. Thus, positive data points indicate a 

preference for the BS-based model. 

A total of 16 image pairs were inspected at a distance of 

roughly 74’’ from a 47’’ LG 3D-TV. Six of the 16 pairs 

were extras that served as checks on subjects’ accuracy 

and consistency. Three of the extra pairs presented 

identically processed images, hence the subject should 

score ‘0’ for such pairs. All participants responded 

properly with ‘0’ scores to these pairs. The other three 

extra pairs were randomly repeated pairs in reversed 

order.  If the responses to the repeated pairs matched the 

responses from the initial exposure to the stereo pair, then 

the subject was consistent. Only five scores from 

repeated pairs did not match the original scores assigned. 

Since the number of mismatched scores is small, the 

inconsistent data was not excluded from statistical 

analysis.  

To compare two schemes, we had 221 visual evaluation 

scores (17 test subjects × 13 BS versus non-BS image 

pairs). The data values were distributed as follows: the 

scores of ‘-2’, ‘-1’, ‘0’, ‘+1’ and ‘+2’ had 6, 10, 13, 96, 

and 96 occurrences, respectively. Fig. 6 shows the 

average score for each image pair on the y-axis. The x-

axis indicates the watermarked image pair index—

corresponding to indices of images in Fig. 3—sorted by 

average score. All 10 average scores are positive, 

suggesting images with BS are better quality.  

 

Figure 6   Average score for each image pair 

Considering the null hypothesis to be that there is no 

difference in visual quality between the two 

watermarking schemes, we used the 221 data points in a 

z-test.  With a p-value ≪  .001, we reject the null 

hypothesis and conclude that our results are significant at 

the 1% confidence level. 

4  Conclusions 

In this paper, we introduce binocular suppression theory 

into a visual masking model for a stereo image 

watermarking. This explicitly considers an important 

effect of the human visual system related to stereo 

perception. By inserting watermark data into left and 

right views in a checkerboard fashion, high quality in a 

region from one view suppresses the visibility of the 

watermark in the corresponding region of the other view. 

We conducted a subjective quality test in which the 

number of embedded watermark bits and the embedding 

strength were held constant between the two approaches. 
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All 17 subjects on average preferred the proposed 

watermarking approach, and it was also preferred on 

average for all 10 images presented.  The results were 

statistically significant in supporting that images with the 

proposed visual masking model have higher perceptual 

quality. 
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